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1. INTRODUCTION

The advanced thin ionization calorimeter (ATIC;
see Fig. 1) consists of a silicon matrix composed of
4480 isolated silicon detectors with dimensions of

 

1.5 

 

×

 

 2.0

 

 cm each and designed to determine the parti-
cle charge; a target composed of three 10-cm-thick
graphite layers; three hodoscopes built up of 202 plastic
scintillator bars 1 cm thick and 2 cm wide, which are
arranged in six layers used to generate event triggers
and as a supplementary detector of particle charges;
and a fully active calorimeter composed of 320 bismuth
germanate (

 

Bi

 

4

 

Ge

 

3

 

O

 

12

 

—BGO) crystals with dimen-
sions of 

 

25.0 

 

×

 

 2.5 

 

×

 

 2.5

 

 cm. The BGO crystals form
eight layers with an area of 

 

50 

 

×

 

 50

 

 cm

 

2

 

 each. Each
crystal is viewed by an individual photomultiplier tube
(PMT) of the Hamamatsu R5611 type. The depth of the
calorimeter in a vertical plane is 18 cascade units; the
thickness of the target together with the hodoscope
scintillators is about three-quarters of the range of
inelastic interaction for a proton. The ATIC spectrome-
ter and the methods for calibrating it were described in
detail in [1]; a method for determining the primary par-
ticle charge and the achieved resolution of the charge
detector were presented in [2–4]. For the first time any-
where, a silicon detector matrix was used to measure

the charge in high-energy cosmic rays [2]. Owing to the
high segmentation of the charge detector, it provided a
means for solving the reverse current (albedo) problem.
The details of finding a solution to the albedo problem
in the ATIC experiment, in particular, mathematical
simulation of albedo particle production and passage
and comparison of the theoretical results with the
experiment, were presented in [5].

The ATIC had two successful stratosphere flights in
Antarctica: one from December 28, 2000, to January
13, 2001 (the ATIC-1 test flight), and the other from
December 29, 2002, to January 18, 2003 (the ATIC-2
science flight). The preliminary results from processing
the ATIC-2 flight data were published in [6, 7]. The data
concerning the ATIC-2 science flight will be discussed
in what follows.
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In this paper, we provide a detailed description of a
technique for measuring the energy deposited by cos-
mic particles in the BGO calorimeter of the ATIC spec-
trometer. In Section 2, we describe the procedure for
calibrating the BGO calorimeter, which provides a

 

1

 

While the paper was prepared for publication, the ATIC spec-
trometer had its third flight in Antarctica from December 26,
2007, to January 15, 2008. Processing of the flight data has just
started.
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Abstract

 

—The purpose of the ATIC balloon experiment is to measure the energy spectra of primary cosmic
rays with individual charge resolution from protons to iron over the energy range from ~50 GeV to 200 TeV.
The particle energy is measured by a bismuth germanate (BGO) scintillation calorimeter. The procedure of cal-
orimeter calibration is described, in particular, calibration of the temperature dependence of the calorimeter
sensitivity using the data of in-flight measurements. A technique for determining the energy deposited in the
calorimeter in view of the temperature dependence of its sensitivity is presented. The maximum systematic
error in determining the deposited energy by the calorimeter is 10% or less, and the probable error is estimated
at 6%.
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means for relating the data read out of the analog-to-
digital converters (ADCs) to the energies deposited in
the calorimeter crystals. Section 3 and its subsections
are devoted both to determining the temperature depen-
dence of the calorimeter sensitivity using different
methods (and in different aspects) and to applying the
appropriate temperature correction to the measured
energies.

2. CALIBRATING THE BGO CALORIMETER

A system for detecting the energy deposited in the
calorimeter must ensure measurements over a dynamic
range of about 

 

10

 

6

 

 (from a few MeV to several TeV
deposited in a single crystal). This is achieved by read-
ing the PMT signal from three dynodes; as a result,
three data readout channels with different sensitivi-
ties—channels 

 

R

 

0

 

 (most sensitive), 

 

R

 

1

 

 (medium), and

 

R

 

2

 

 (coarsest)—are created. The difference in the sensi-
tivity of adjacent channels (

 

R

 

0

 

–

 

R

 

1

 

 or 

 

R

 

1

 

–

 

R

 

2

 

) makes a
value of a factor of 50, being dependent on the individ-
ual features of each PMT. For complete calibration of
the calorimeter, we performed absolute calibration of
channel 

 

R

 

0

 

 for each crystal and, afterward, relative cal-
ibration of channel 

 

R

 

1

 

 against channel 

 

R

 

0

 

 and channel

 

R

 

2

 

 against channel 

 

R

 

1

 

. Knowing the absolute calibration
of 

 

R

 

0

 

, one can also find the absolute calibration of chan-
nels 

 

R

 

1

 

 and 

 

R

 

2

 

. The procedures are described in detail
in this section.

Absolute calibration of channel 

 

R

 

0

 

 for each crystal
was based on detection of atmospheric muons. In a pre-
flight period, the instrument was in the on state over

 

~140

 

 h (with a few breaks) and detected atmospheric
muons from cosmic rays. The characteristic peak of
ionization losses associated with the passage of muons
was measured with a high statistical accuracy in the
energy spectrum of each calorimeter crystal (Fig. 2).
For each crystal, the position of the muon peak (the
pulse height in terms of the ADC counts) was found by
fitting the peak shape using the maximum likelihood
method. The peak was fitted by the Gaussian function
with the exponential background (all parameters of the
Gaussian curve and all the background parameters—
five parameters in total—were fitted) and by the func-
tion simulating the Landau distribution also with the
exponential background. The major portion of the
background fitted by the exponential is associated with
the tail of the distribution function of the measuring
channel pedestals and with the other causes (see
below). Fitting by the exponential and the Landau func-
tion provides a difference in the peak position of ~5%
of its height. An average of the values obtained using
both these methods was selected to be the final value.
As a result, the systematic error attributable to the
method used to fit a peak in order to find its maximum
does not exceed 2.5%. Apart from the experimental
muon peak and the results of fitting, Fig. 2 also shows
the measured pedestal of the electronic section, which
has an individual value for each data acquisition chan-
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Fig. 1.

 

 Schematic diagram of the ATIC spectrometer (a side view): (

 

1

 

) silicon detector matrix, (

 

2

 

) scintillation hodoscopes,
(

 

3

 

) graphite target, and (

 

4

 

) BGO calorimeter.
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nel (a small peak on the left of the main muon peak) and
is measured with a period of 1 h in special, artificially
generated calibration events.

To refer the determined positions of the muon peak
to a certain deposited energy (it is this operation that
provides calibration of channel 

 

R

 

0

 

 for each crystal,
since it allows the energy per ADC count unit to be
determined), a single-crystal peak of the energies
deposited by atmospheric muons was simulated using
the GEANT3 [8], GEANT4 [9, 10], and FLUKA [11,
12] codes. First, while solving a simple-geometry prob-
lem, we ascertained that the results of simulation using
these three codes were almost identical: the GEANT4
and FLUKA codes provided exactly the same results,
and the deposited energy calculated by means of the
GEANT3 was 4% higher. Thereafter, using an accurate
model of the ATIC spectrometer, the muon peak was
simulated by the GEANT4 code in the actual geometry
(a flat muon spectrum in the range from 500 MeV to
1 GeV, the angular distribution of muons described by
function 

 

cos

 

2

 

Θ

 

, and simulation of the spectrometer’s
trigger for selected events). The model distribution of
the energies deposited in a single crystal is shown in
Fig. 3. In general, the distributions obtained for differ-
ent crystals differ due to the specific features of their
location in the entire configuration of the spectrometer;
nevertheless, this difference is not so significant as to be
taken into account when calculating the maxima of the
distributions. The distribution averaged over all crystals
is shown in Fig. 3.

The energy distribution has three main features. The
first is the main peak attributable to the ionization
losses of a muon incident on the upper face of the crys-
tal and escaping from it through the lower face. The
second feature is a flat plateau on the left of the main
peak. This plateau is associated with muons that have

only struck the crystal, penetrating into it through the
upper face and escaping through the side surface.
Events of this type also make their contributions to the
background under the peak. The third feature is a nar-
row peak near zero of the deposited energy, which is
mostly due to 

 

δ

 

 electrons produced by muons that have
not passed through the crystal, traveling somewhere in
the neighborhood of it. The position of the muon peak’s
main maximum is estimated at 23.2 MeV. It is this
value that was used to calibrate individual crystals,
since simulation conformed with a high accuracy to the
experimental conditions under which the experimental
single-crystal muon peaks had been recorded (Fig. 2).

The channel-to-channel calibration of pairs of chan-
nels 

 

R

 

0

 

–

 

R

 

1

 

 and 

 

R

 

1

 

–

 

R

 

2

 

 was based on flight data concern-
ing records of primary cosmic ray events. In many
cases, a single signal from a cosmic particle (the energy
of which was deposited in a BGO crystal) is recorded at
once in a pair of data acquisition channels—simulta-
neously in 

 

R

 

0

 

–

 

R

 

1

 

 or 

 

R

 

1

 

–

 

R

 

2

 

.

As a result, one can compare the gains in the rele-
vant pairs of channels. Figure 4 demonstrates correla-
tion between the pulse heights in pairs 

 

R

 

0

 

–

 

 

 

R

 

1

 

 and 

 

R

 

1

 

–

 

R

 

2

 

 for one of the BGO crystals. It is apparent that pairs
of points fit the straight lines passing through the origin
of coordinates, which allows one to easily determine
the appropriate calibration coefficients by approximat-
ing the measured points by linear functions. Directly in
Fig. 4, one can see that, as one passes from channel 

 

R

 

0

 

to 

 

R

 

1

 

 and then from 

 

R

 

1

 

 to R2, the channel sensitivity
decreases each time by a factor of 50. Of course, each
BGO crystal has its own accurate values of the calibra-
tion coefficients.

Calibration using data from cosmic-ray events guar-
antees that it will be adequate to calculating the ener-
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Fig. 2. Muon peak in one of the calorimeter crystals (layer 0, crystal no. 1, side 0). The measured peak is shown along with the fits
(a) by the Gaussian function and (b) by the asymmetrical peak simulating the Landau distribution; in both cases, the peaks lie above
the exponential background. The histogram shows the experimental data; the solid line, the results of fitting; the dashed-and-dotted
line, the peak and the background determined separately; and the dashed line, the pedestal position of the electronic channel and
the determined peak position. ADC denotes the analog-to-digital converter.
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gies deposited in the calorimeter in similar scientific
events. The ATIC spectrometer also permits the use of
an alternative calibration technique, which consists in
employing special calibration signals from the PMTs
illuminated by light flashes from calibration LEDs.
This technique also allows one to obtain signals that
can be simultaneously detected in pairs of PMT chan-
nels. However, this technique is less reliable, since, in
this case, the entire electronic system of the ATIC spec-
trometer may function in a different manner than when
cosmic ray events are detected. In fact, two calibration
techniques provide slightly different results. Neverthe-
less, LED-based calibration is also necessary; in our
case, it is a kind of testing rather than calibration in a
strict sense. It is used to check the spectrometer perfor-
mance in a preflight period in order to make sure that all
PMT channels are in operable condition. On the Earth,
it is impossible without recourse to LEDs to obtain a
signal that triggers a pair of channel at once. The sig-
nals produced by atmospheric muons passing through
the spectrometer are too weak and induce a response
only in channel R0. For the signal to be recorded in a pair
of channels simultaneously, it is necessary that these
channels be triggered by a hard cosmic particle with a
high deposited energy, which can occur only in the case
of in-flight detection of primary cosmic particles.

3. TEMPERATURE CORRECTION 
OF THE BGO CALORIMETER SENSITIVITY

Each flight of the ATIC spectrometer was one full
rotation around the South Pole approximately at the lat-

itude of the south polar circle. Though the flights were
performed during the polar day, the conditions of spec-
trometer illumination and heating were variable, since
the angle of ascent of the Sun over the horizon varied
according to the time of day and the albedo from the
Earth’s surface varied in the course of a flight. These
facts, as well as the peculiarities of spectrometer perfor-
mance, are responsible for the diurnal temperature vari-
ations and the long-term irregular changes in the tem-
perature inside the spectrometer gondola (Fig. 5). The
average flight temperature of the calorimeter was
18.46°C. Cosmic muons were detected over 20 h in the
course of about four days prior to the ATIC-2 start, and
these data were used thereafter to calibrate the sensitiv-
ity of the counting channel of the BGO calorimeter and
the scintillation hodoscopes. The average calorimeter
temperature during the calibration was 29.18°C. It is
apparent that not only did the flight temperature vary
within wide limits, but the calibration temperature also
differed substantially from the average flight tempera-
ture. The quantum yield of BGO crystals is tempera-
ture-dependent, and the characteristics of the calorime-
ter’s counting channel may also depend on tempera-
ture; therefore, for the signal amplitudes of the ADC in
the calorimeter’s counting channel to be correctly con-
verted into the deposited energies, these data must be
corrected for the current calorimeter temperature. The
variations of the measured energy deposited in the cal-
orimeter, caused by the temperature variations of the
sensitivity, were within the limits of 20–30%. Taking
into account that, in the first approximation, the differ-
ential spectrum of primary cosmic particles is repre-
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Fig. 3. Model single-crystal muon peak obtained using the GEANT4 code.
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sented by a power function with an exponent of about
−2.75, one can easily see that a 30% error in determin-
ing the particle energy will lead to an increase by a fac-
tor of 1.6 in the error for the absolute particle flux inten-
sity and, in addition, the spectral singularities (if they
exist) will be offset from their characteristic positions.
Results of measurements without a temperature correc-
tion turn out absolutely useless.

To obtain correct results, very careful temperature
correction must be applied to the sensitivity of the cal-
orimeter’s counting channel, since the temperature
effects are expected to be rather high. To do this, one
must know the temperature dependence of the calorim-
eter sensitivity; moreover, the relevant coefficient

should be determined from the flight or preflight data,
since this would guarantee that the measured coeffi-
cient corresponds to the in-flight state of the spectrom-
eter.

Since this problem had to be solved with a high
degree of reliability, four different methods were used
to find a solution to it. Agreement between results of
different techniques can serve as evidence that these
results are correct. Solving the problem in different
ways was particularly important, because the tempera-
ture dependence of the calorimeter sensitivity appeared
to be unexpectedly high. For this reason, the fact that
the measured high value could not be attributed to
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Fig. 4. For the interrange calibration: correlation between signals in pairs of channels (a) R0–R1 and (b) R1–R2.
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Fig. 5. Temperature of the BGO calorimeter (from now on, by the calorimeter temperature is meant the average of the readings of
the ten sensors at the surface of the calorimeter) during the ATIC-2 spectrometer flight. Zero time corresponds to the instant when
the spectrometer reached the rated altitude, the testing came to the end, and execution of the research program proper was started.

methodical effects had to be unambiguously deter-
mined.

There also exists a problem of thermal inertia of the
calorimeter. The temperature sensors were fixed in
place at several points at the surface of the BGO calo-
rimeter, which was a parallelepiped with dimensions of
50 × 50 × 25 cm. Since the temperature varied with a
period of ~24 h in the course of a flight, questions arise
as to what degree the temperature of the whole calori-
metric section corresponds to the readings of the sen-
sors and what the calibration error due to possible delay
of the calorimeter temperature with respect to the sen-
sor readings is. To answer these questions, one must
measure the thermal relaxation time constant of the cal-
orimeter (it is also desirable that this quantity be deter-
mined from the flight data) and estimate the possible
methodological error due to the thermal inertia of the
calorimeter. This is the second group of tasks that must
be performed.

From now on, when the temperature sensitivity of
the calorimeter is mentioned, we mean the coefficient
describing the temperature dependence of the BGO cal-
orimeter sensitivity. The next five subsections of Sec-
tion 3 are devoted to four different methods for deter-
mining the temperature sensitivity of the calorimeter
and the problems concerning its thermal inertia.

Finally, we note that the calorimeter temperature is
measured by onboard temperature sensors, the accu-

racy of which is rather low (it is possible that the error
is a few degrees). Nevertheless, this does not affect the
accuracy of temperature correction applied to the
deposited energy measured by the BGO calorimeter,
since it is only important that this correction be self-
consistent (i.e., the same thermometers must be used in
measurements of the calorimeter temperature sensitiv-
ity and subsequent correction of the temperature
errors).

3.1. Determining the Temperature Sensitivity 
of the Calorimeter from the Shift of the Muon Peaks

in the Preflight Period 

As noted above, the calorimeter was in the on state
over ~140 h prior to the start; it detected secondary
muons of cosmic rays in order to execute the calibration
procedures and check the calorimeter performance. In
this case, the temperature of the calorimeter was not
constant (for random causes). The calorimeter temper-
atures measured over this period are presented in Fig. 6.
The peak position in the distribution of the muon ener-
gies deposited in the BGO crystals has been related to
the temperature. Four time intervals distinguished by
either lowered or elevated temperature were considered
(see Table 1 and Fig. 6).

The presence of a correlation between the tempera-
ture and the muon peak position is easily disclosed by
eye. As an example, Fig. 7 demonstrates the shift of the
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muon peak after the temperature changes by 1.63°C,
which takes place in going from time interval 3 to time
interval 4 (see Table 1). It is apparent that the correla-
tion has a negative character: an increase in the temper-
ature is followed by a decrease in the calorimeter sensi-
tivity.

To determine the temperature coefficient of the cal-
orimeter sensitivity with a high degree of accuracy, the
position of the muon peak was identified with zero of
the derivative of the peak contour that was numerically
determined using quadratic fit with a template, the
width of which was approximately the full width at
half-maximum of the peak. It should be noted that this
method for finding the peak position can introduce a
small (of about 2–4%) systematic error in determining
the absolute position of the line. Nevertheless, this error
is insignificant, since only relative shifts are important.
(The temperature coefficient of the calorimeter sensi-
tivity is expressed in terms of percent per degree Cel-
sius.) This systematic error has no effect on the relative
shifts, because the peaks being compared are identical
in shape. The ascertained relationship between the tem-
perature variations and the position of the muon peak is
presented in Table 1, and the appropriate points are
shown in Fig. 8. Processing of the points plotted in
Fig. 8 provides the following value of the temperature
sensitivity coefficient:

K1 = –(2.63 ± 0.38)%/°C. (1)

3.2. Determining the Temperature Sensitivity 
from the Difference in Position of the Preflight Muon 

Peak and the Flight Proton Peak for Events
without Nuclear Interaction

Various trigger conditions were used to record
events as the research program was executed. Apart
from the other parameters, triggers differed in threshold
of the energy deposited in the BGO calorimeter layers.
The energy conditions selected for the main part of the
research program were such that events were rejected in
which a primary cosmic proton passed through the cal-
orimeter without nuclear interaction and the total
deposited energy constituted only the ionization loss of
the proton. However, within a short time after the
design flight altitude was attained, a trigger allowing

–160
Time, h

18

30
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26

24

22

20

–140 –120 –100 –80 –60 –40 –20 0

t, °C
32

Fig. 6. Temperature of the BGO calorimeter before the flight and in the initial period of the flight. At the instant of time of about
−30 h, the spectrometer was moved from the hangar out of doors; as a result, its temperature began declining. The instant of –20 h
corresponded to the start; at the instant of –16 h, the rated flight altitude was attained.

Table 1.  Time intervals in the preflight period, the corre-
sponding changes in the temperature, and the shifts of the
muon peaks (for determining the temperature sensitivity co-
efficient of the calorimeter)

Interval
no. Interval, h ∆t, °C ∆E, %

1 (–160, –140) 0.0 ± 0.20 0.0 ± 0.54

2 (–93, –83) 1.67 ± 0.23 –4.15 ± 0.62

3 (–62, –52) –0.25 ± 0.17 0.45 ± 0.48

4 (–40, –30) 1.38 ± 0.19 –4.27 ± 0.53
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the registration of any event without the energy thresh-
old in the calorimeter was turned on for ~1 h (in the
period from –13 h to −12 h) in order to adjust the sys-
tem. Among events recorded in this period, one can eas-
ily recognize events in which a proton passed through
the entire calorimeter without nuclear interaction; these
events form a distinct peak in energy spectrum mea-
sured by the calorimeter. Such events are similar (but

incompletely identical) to events from secondary cos-
mic muons detected on the Earth during preflight cali-
bration. The peaks of secondary muons and primary
noninteracting cosmic protons detected by the calorim-
eter are shown in Fig. 9. One can see a significant rela-
tive shift of the peaks, which can be attributed to the
difference in the calorimeter temperature. Knowing the
positions of the peaks and the respective temperature
values, one can easily determine the temperature sensi-
tivity coefficient of the calorimeter. Since the difference
in position of the peaks is rather large, the coefficient
should be determined according to the symmetrized
formula

(2)

where Epost and Epre are the post- and pretakeoff posi-
tions of the peaks (of the proton and muon peaks,
respectively); Tpost and Tpre are the respective tempera-
tures. Substituting the measured values Epost = 0.231 ±
0.004 GeV, Epre = 0.177 GeV, Tpost = 20.29°ë, and Tpre =
30.39°ë (for all values, except for the first one, the sta-
tistical errors are negligibly small) in Eq. (2), we obtain

K2 = –(2.62 ± 0.17)%/°ë. (3)

This result virtually coincides with the value of K1 in
Eq. (1), which was to be expected; however, the physi-
cal ideas that form the basis for determining coeffi-
cients K1 and K2 differ only slightly, since K1 was deter-
mined by comparing peaks of the same nature (muons

K
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Fig. 7. Shift of the muon peak of the BGO calorimeter observed as the temperature changed from interval 3 to interval 4 (see Table 1).
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Fig. 8. Dependence of the muon peak position on the tem-
perature variations (see Table 1). The shift of the peaks is
presented in terms of percent of the peak position corre-
sponding to time interval 1; the temperature shifts are also
reckoned from the temperature corresponding to interval 1.
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with muons), while the peaks used to find K2 had differ-
ent nature (muons with protons).

3.3. Determining the Temperature Sensitivity 
of the Calorimeter from Diurnal Variations

in the Positions of Proton and Helium Peaks
for Events without Nuclear Interaction

The best option would be to use the temperature sen-
sitivity coefficient of the calorimeter, measured directly
during the flight in the course of research program exe-
cution. Such a coefficient is related to performed mea-
surements by a direct dependence. For this purpose,
one can try to monitor the variations in the sensitivity of
the calorimeter caused by the diurnal and trend varia-
tions in its temperature during the flight (Fig. 5). How-
ever, there are some difficulties that make it impossible
to directly realize the technique employed in the two
previous subsections. The main problem consists in the
fact that the energy thresholds used in the flight do not
permit the detection of cosmic protons or helium nuclei
passing through the entire calorimeter without nuclear
interaction.

Nevertheless, a trigger denoted as LET30h was used
in part of the flight time. This trigger provided a means
for observing events with protons and helium nuclei

suffering nuclear interactions below the uppermost cal-
orimeter layer, but allowed a purely ionization signal
(without nuclear interaction) from protons and helium
to occur in this layer. Based on the temperature shifts of
the appropriate peaks, one can determine the tempera-
ture sensitivity of the calorimeter, which will, however,
characterize the upper layer of the calorimeter rather
than the calorimeter as a unit. Nevertheless, even these
data are useful for monitoring.

To extract proton and helium events, we used only
those events in which the primary particle trajectories
were reconstructed with a high degree of reliability and
the charge was determined from the matrix of silicon
detectors corresponding to a proton (when a proton
peak was constructed) or a helium nucleus (for a helium
peak). The total operation time of the LET30h trigger
was 59 h; clearly discernible proton and helium peaks
were obtained both for the whole interval and for indi-
vidual 3-h subintervals (see Fig. 10). This has allowed
us to organize 19 3-h intervals, for each of which the
temperature of the upper layer (measured by the tem-
perature sensors attached to the surface of the calorim-
eter near its upper layer) averaged over each time inter-
val and the positions of the proton and helium peaks
were determined. The time dependences obtained
thereby are presented in Fig. 11. The synchronous vari-
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Fig. 9. (a) Muon peak of the energy deposited in the calorimeter, which was measured on the Earth in the interval of time from
−40 to – 30 h, and (b) peak of noninteracting protons from primary cosmic rays.
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ations of the peak positions and temperature are clearly
discernible in the figure. Using these data, one can also
plot the temperature dependence of the peak shift
(Fig. 12) and, based on it, determine the respective tem-
perature coefficients. Processing of the dependences in
Fig. 12 using the least squares method provides

 = (2.62 ± 0.41)%/°ë;  = (1.94 ± 0.20)%/°ë. (4)

The statistical errors have not been calculated for
each individual point on the plot; the final statistical
errors in Eq. (4) were obtained a posteriori, from the

scatter of plotted points. Coefficients , and ,
determined from the peaks of protons and helium
nuclei, are in good agreement in view of the errors;
therefore, it seems reasonable to use their weighed
mean value:

K3 = (2.07 ± 0.18)%/°ë. (5)

The coefficient obtained thereby is expected to be a lit-
tle smaller than the true value, since the thermal inertia
(the thermal relaxation time) of the calorimeter was
ignored in calculation of it. The variations in the calo-
rimeter sensitivity must lag behind the variations in the

K3
p K3

He

K3
p K3

He

temperature measured by the sensors on the calorimeter
surface, and the amplitude of variations in the calorim-
eter sensitivity will be slightly damped as compared to
the case where the temperature variations are very slow.
The effect of all these factors is expected to result in an
underestimated value of the temperature sensitivity
coefficient determined according to the procedure
described in this subsection. In fact, coefficient K3 in
Eq. (5) appeared to be slightly smaller than K1 in Eq. (1)
and K2 in Eq. (3). The corrections will be considered in
Subsection 3.5.

3.4. Determining the Temperature Sensitivity 
of the Calorimeter by Correlation

between the Counting Rate and the Pulse Height

A drawback of the technique described in Subsec-
tion 3.3 is the fact that result (5) corresponds only to the
uppermost calorimeter layer. This drawback can be
eliminated by monitoring the diurnal variations in the
total counting rate of cosmic particles above a certain
fixed threshold of energy deposited in the calorimeter.

The measured spectrum of energy deposited by par-
ticles passing through the aperture of the calorimeter is
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Fig. 10. (a) Gross proton peak acquired over 59 h in the upper calorimeter layer (layer no. 0); (b) proton peak acquired over 3 h (it
corresponds to the first point in the plot in Fig. 11); (c) gross peak of helium nuclei, acquired over 59 h; and (d) helium peak acquired
over 3 h.
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shown in Fig. 13. It is apparent that, above a 50-GeV
threshold, the spectrum shape can be approximated by
the power function:

D(E) = J0E–γ, (6)

where J0 is the constant coefficient. The index of power
obtained from analysis is γ = 2.53 (the statistical error
is small). Assuming that the spectrum shape is exactly
represented by the power function, one can easily deter-
mine the integral of the spectrum above certain thresh-
old energy Et:

(7)

As the calorimeter sensitivity varies with tempera-
ture, all values of the measured energies change; there-
fore, the integral of the spectrum selected above thresh-
old value Et will also change. When calculating the
integral according to Eq. (7), a small change in all the
energies in the same proportion is equivalent to a
change in the threshold that has the same value, but an
opposite sign. If ∆T is the change in the temperature
with respect to the a certain fixed reference tempera-
ture, it follows from the aforesaid that, in a linear

S J0E γ– Ed

Et

∞

∫ J0

Et
γ 1–( )–

γ 1–
----------------.= =

approximation for the temperature dependence of inte-
gral S, we have

(8)

where K is the temperature sensitivity coefficient of the
calorimeter in the sense in which it was used in Subsec-
tions 3.1–3.3. On the other hand, in the linear approxi-
mation, S(∆T) has the form

S(∆T) = S0(1 + KS∆T), (9)

where S0 and KS are constant coefficients. The value of
KS can be experimentally measured. Comparing
Eqs. (8) and (9), we obtain

K = KS/(γ – 1). (10)

Figure 14 presents the time dependence of the inte-
gral counting above a 50-GeV threshold of deposited
energies for cosmic particles passing through the calo-
rimeter aperture. The integral counting was determined
over successive 2-h intervals of data acquisition time.
The acquisition time is the astronomical time minus the
time spent by the spectrometer on engineering opera-
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J0Et
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---------------------- 1 K∆T–( ) γ 1–( )–=
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tions (testing, calibration, etc.), during which no scien-
tific events were measured; the dead time of the calo-
rimeter is not taken into account. In our case, taking
into account the dead time is useless, since the counting
rate varied only slightly; therefore, the variation of the
contribution of the dead time to the acquisition time can
be ignored. The anticorrelation between the tempera-
ture variations and the counting rate is easily distin-
guished in Fig. 14.

The temperature dependence of the total counting
rate in the spectrum above a 50-GeV threshold is shown
in Fig. 15. Clearly discernible cycles are seen in the fig-
ure. If Fig. 14 is carefully examined, one can see that
the graphs of the temperature and the counting rate fail
to vary precisely in antiphase and the variations in the
counting rate lag behind the temperature variations.
Therefore, the cycles in Fig. 15 are in the first approxi-
mation the result of superposition of two phase-shifted
sinusoids and are nothing but Lissajous figures slightly
smeared by a slow trend of the temperature. The lag is
due to the finite thermal relaxation time of the calorim-
eter.

If all the points in Fig. 15 are approximated by a sin-
gle straight line, coefficient KS from Eq. (9) is KS =
(3.79 ± 0.40)%/°ë; hence, using the index of power of
the spectrum γ = 2.53 (see above) and Eq. (10), we find
the temperature sensitivity coefficient of the calorime-
ter:

K4 = (2.48 ± 0.26)%/°ë. (11)

Arguments similar to those presented in this subsec-
tion suggest that the value of K4 according to Eq. (11)
is underestimated due to the neglect of the thermal iner-
tia of the calorimeter. The corrections will be consid-
ered in the next subsection.

3.5. Thermal Relaxation Time and the Effective 
Temperature of the Calorimeter

Up to this point, when measuring the temperature
sensitivity of the calorimeter, we used the temperature
obtained by averaging the readings of several sensors
located at the calorimeter surface. Let us assume that
this temperature is the temperature of a thermostat with
infinitely high heat capacity, which we call the environ-
ment. The temperature of the environment is denoted
by X. The calorimeter is thought to have intrinsic effec-
tive temperature Y, which directly affects its sensitivity
to deposited energy, averaged throughout the calorime-
ter volume. Let us consider that the environmental tem-
perature is the prescribed function of time X(t) and sup-
pose that the calorimeter temperature is governed by
heat transfer from the environment to the calorimeter.
Under the assumption that the region under consider-
ation is characterized by linear heat transfer, the rate of
relaxation of the calorimeter temperature to the envi-
ronmental temperature is expected to be proportional to
the difference of the respective temperatures:
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Fig. 13. Differential spectrum of the energies deposited in the calorimeter (in terms of counts per channel vs. the logarithm of the
deposited energy). The complete statistics corresponding to one of the flight triggers was used. The spectrum precisely corresponds
to the period of time used to determine the temperature sensitivity of the calorimeter from the variation in the counting rate (Sub-
section 3.4).
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(12)

where λ is the thermal relaxation constant of the calo-
rimeter. The corresponding relaxation time is τ = 1/λ.
At predetermined environmental temperature X(t) and
predetermined initial condition Y(t0), Eq. (12) com-
pletely defines the calorimeter temperature for t > t0.

Our aim is to determine the relaxation time of the
calorimeter from the flight data. This problem can be
solved proceeding from the observed phase shift
between the diurnal variations of the environmental
temperature and the respective thermal response of the
calorimeter. The simplest way is to use the data on the
variations in the integral of the counting rate of cosmic
particles (Subsection 3.4 and Fig. 15). The temperature
of the environment is assumed to vary according to the
harmonic law; therefore, Eq. (12) takes the form

(13)

Let us find a solution to Eq. (13), which describes
the stationary oscillations of the calorimeter tempera-
ture. One can easily make sure that such a solution has
the form

Y(t) = X0 + AYsinω(t – δt), (14)

dY t( )
dt

------------- λ X t( ) Y t( )–[ ],=

dY t( )
dt

------------- λ X0 Ax ωtsin+( ) Y t( )–[ ].=

where

(15)

(16)

Equation (14) describes the sinusoid shifted in time by
δt and with slightly suppressed amplitude AY. If the
value of time shift δt in the pattern of stationary oscil-
lations is known beforehand, Eq. (15) allows us to find
relaxation constant λ and, therefore, relaxation time τ:

(17)

Now, assuming that the temperature dependence in
Fig. 15 is approximated by the sinusoid and measuring
time shift δt between the temperature curve and the cal-
orimeter response curve, we can easily find relaxation
time τ from Eq. (17).

The curves presented in Fig. 15 were used to deter-
mine the experimental value of δt. The δt value maxi-
mizing the module of the correlation coefficient was
sought for these curves:

(18)

As a matter of fact, experimental function Y(t) is
defined by separate points for fixed instants of time;
therefore, a linear interpolation between the measured
points was used to determine the values of Y(t + δt) for
arbitrary shifts δt.

The dependence of correlation coefficient (18) on
shift δt, which corresponds to the curves in Fig. 15, is

δt
1
ω
---- ω

λ
----,arctan=

AY
λ

ω ωδtsin λ ωδtcos+
--------------------------------------------------AX.=

τ 1
ω
---- ωδt.tan=

corr X t( ) Y t δt+( ),[ ]

=  X t( ) X–[ ] Y t δt+( ) Y–[ ]〈 〉
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presented in Fig. 16. The maximum of the correlation
coefficient module is attained for δt = 2.88 h. It is this
value that acts as the experimental estimate for the shift
of the temperature curve and the calorimeter response
curve.

It is rather difficult to find the experimental error for
this value, since this error is composed of a sophisti-
cated combination of statistical fluctuations and
methodical effects. However, there is no need for accu-
rate estimation of the error, since the differences of the
environmental temperature from the effective calorim-
eter temperature give rise only to minor changes in the
temperature correction of the calorimeter sensitivity;
therefore, the errors in determining δt give rise to cor-
rections of the second order of infinitesimal. To
coarsely estimate the scale of the error, an analysis sim-
ilar to the analysis described above was performed for
the other leg of the flight. (The event trigger with the
other energy thresholds was used on this leg.) However,
this leg was several times shorter than the time interval
used for the basic estimate; therefore, the accuracy was
consciously worse. For the new leg, we obtained δt =
3.31 h. The difference of ~0.4 h in the estimates can be
considered as the upper estimate for the error of basic
value δt = 2.88 h. This accuracy fully satisfies us.

The average duration of the day’s period corre-
sponding to Fig. 15 was 25.1 h. (It differs from 24 h,
since the satellite moved around the pole in the direc-
tion opposite to the Earth’s rotation.) Using this value,
value δt = 2.88 ± 0.4 h, and Eq. (17), one can easily
obtain the calorimeter relaxation time

τ = 3.5 ± 0.5 h. (19)

In Eq. (19), the error value should be considered as the
upper estimate of the error.

Estimate of the relaxation time (19) allows us, based
on the in-flight temperature measurements, to recon-
struct the effective calorimeter temperature for each
instant of time and use it thereafter in temperature cor-
rection of the calorimeter sensitivity. This can be done
if we solve Eq. (12) with function X(t)—the environ-
mental temperature determined by the actual in-flight
readings of the temperature sensors. The simplest way
to solve this equation is to present function X(t) by a
piecewise-linear spline. Equation (12) with linear func-
tion X(t) admits of an exact solution. Assuming that the
initial conditions at instant of time t0 are Y(t0) = Y0 and
function X(t) on segment [t0, t1] is defined by equation
X(t) = a + bt, we can find for instant of time t1

(20)

Therefore, Eq. (12) with function X(t) in the form of
a linear spline can be exactly solved segment by seg-
ment, actually without recourse to numerical methods.
In Fig. 17, the environmental temperature measured by
the sensors at the surface of the calorimeter is compared
to the effective calorimeter temperature determined by
solving Eq. (12).

Now, we can return to correction of the temperature
sensitivity coefficients of the calorimeter that were
obtained in Subsections 3.3 and 3.4. Correction implies
that exactly the same analysis that was performed in
these subsections should be repeated, but the environ-
mental temperature directly measured by the tempera-
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Fig. 16. Dependence of the correlation coefficient of the curves in Fig. 15 on time shift δt.
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ture sensors must be replaced by the reconstructed
effective temperature of the calorimeter. This analysis
provides the following corrected values of the tempera-
ture sensitivity coefficients:

(21)

(22)

4. DISCUSSION OF THE RESULTS

The final results from measuring the temperature
sensitivity coefficient of the calorimeter using different
methods are presented in Table 2. It is apparent that all
the values are in good agreement with each other. Note
that the results obtained with methods 1, 2, and 4 coin-
cide with a much higher accuracy than can be attributed
to measurement error. Since the methods for calculat-
ing the errors are thought to be fully adequate, this may
be caused by a rare statistical fluctuation.

The first method (see Subsection 3.1), which is
based on the muon peak shift measured in the preflight
period, is the most direct and reliable. The temperature
varied very slowly in these measurements; therefore,
the calorimeter was virtually in thermal equilibrium
with the environment; hence, the directly measured
temperature of the environment also corresponded to
the effective temperature of the calorimeter itself. In
this case, the nature of the measured value remained
unchanged, by contrast to the second method (Subsec-
tion 3.2), in which the position of the muon peak com-

K3
corret –2.33 0.17±( )%/°C,=

K4
corret –2.66 0.26±( )%/°C.=

pared to that of the proton peak. In the latter case, the
measurements were taken under quite dissimilar condi-
tions—in a hangar and in flight at different pressures
inside the gondola. Taking this fact into account, value
K1 = −(2.63 ± 0.38)%/°ë obtained from the muon peak
positions was selected for applying temperature correc-
tion as the basic value of the temperature sensitivity
coefficient; all the others (Table 2) were considered to
corroborate the correctness of this value. The agree-
ment between all values indicates that there were no
significant extraneous factors that could give rise to
errors in a temperature correction in the flight. Note that
the coefficient determined from the diurnal variation in
the proton and helium peaks (Subsection 3.3) differs
slightly in its nature from the other measurements,
since it characterizes only the upper layer of the calo-
rimeter rather than the entire calorimeter. As a matter of
fact, as is seen from Table 2, its value differs only
slightly from the other values. (However, this differ-
ence virtually lies within the limits of experimental
errors.)

All the techniques described, from the calorimeter
calibration to the techniques concerned with the tem-
perature correction and thermal inertia of the calorime-
ter, permit spectrum measurements of energies depos-
ited by different sorts of cosmic particles. Figure 18
presents the spectrum of energies deposited by cosmic
protons in the calorimeter, which was obtained without
a correction for the temperature sensitivity of the calo-
rimeter and with the corrections based on the environ-
mental temperature and the effective calorimeter tem-
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Fig. 17. Temperature measured by the sensors (a solid line) and the effective calorimeter temperature (a dashed line), obtained by
solving Eq. (12).
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perature being applied. It is apparent that the absence of
the temperature correction leads to very crude errors in
the spectrum (more than 50% in the majority of spec-
trum points), which, as was expected (see Introduc-
tion), makes the uncorrected experimental results use-
less. At the same time, corrections based on the use of
the environmental temperature and the effective calo-
rimeter temperature lead to almost identical results.
This is caused by the fact that the difference of the
effective temperature from the environmental tempera-
ture has a character of oscillations around zero (with a
period of ~25 h) with a small amplitude (slightly
greater than 1°ë), and the effect of these oscillations is
averaged over a long flight time (several hundreds of
hours). Since the energy resolution of the calorimeter
(25–30%) is not very high, these oscillations have
almost no effect on the results. Note that the spectrum
in Fig. 18 fails to be a spectrum of primary energies of
cosmic protons. The ATIC calorimeter is thin; i.e., it
measures only a portion of the primary particle energy.
To obtain the original energy spectrum of particles, one

must solve the inverse problem known as deconvolu-
tion. A description of the relevant technique in the ATIC
experiment was presented in [13].

Let us estimate the possible methodical error in
measuring the energy deposited by cosmic particles in
the BGO calorimeter of the ATIC spectrometer. As
noted in Section 2, there is an uncertainty in referencing
the position of the muon peak to a fixed ADC channel.
This uncertainty, caused by the ambiguity in selection
of the function for fitting the shape of the single-crystal
muon peak, may be as great as 2.5%. The difference
between the mean flight temperature and the calibration
temperature being ~10°ë, a 0.38% error of the temper-
ature sensitivity coefficient of the calorimeter may
cause a 3.8% error in determining the deposited energy.
The uncertainty attributable to simulation of the muon’s
deposited energy, estimated by the difference in results
obtained using the GEANT3, GEANT4, and FLUKA
codes (see Section 2) is 4% or under. Therefore, the
maximum possible methodical error does not exceed
10%, while the probable error is 6%.

Measurements of the temperature sensitivity were
also performed under laboratory conditions [14] after
the ATIC-2 flight. The technique used in the laboratory
prohibits direct comparison of the laboratory data to the
results of in-flight measurements presented in this
paper. This is caused by the fact that the individual tem-
perature sensitivity of each crystal (together with its
electronics) was determined during the laboratory mea-
surements and the external thermometer of the labora-
tory thermostat was used to measure the temperature
instead of the flight temperature sensors. To perform
comprehensive comparison with the data presented in
this paper, it is necessary that the relationship between
the thermometer of the laboratory thermostat and the
readings of the flight sensors be ascertained and a non-
trivial conversion of the results obtained for each indi-
vidual crystal to the integral value characterizing the
entire calorimeter be effected. This has not yet been
done; however, we can assert with a high degree of reli-
ability that the scales of the values measured in the lab-
oratory fully agree with the data obtained during the
flight.

Table 2.  Temperature sensitivity coefficients of the calorimeter, determined using different methods

Subsection Method Coefficient, %/°C

3.1 Slow variation of the muon peak position in the preflight period –2.63 ± 0.38

3.2 Comparison of the preflight muon peak with the flight proton pea –2.62 ± 0.17

3.3, 3.5 Diurnal variations in the positions of the proton and helium peaks (only for 
the upper calorimeter layer)

–2.33 ± 0.17

3.4, 3.5 Diurnal variations in the counting rate of cosmic particles above the 50-GeV 
threshold of deposited energy

–2.66 ± 0.26

Spectrum × Ed
1.75, arb. units
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Fig. 18. Spectrum of the energy deposited by cosmic pro-
tons in the calorimeter (1) without a correction for the tem-
perature sensitivity of the calorimeter being applied and
with the corrections based (2) on the temperature of the
environment and (3) on the effective calorimeter tempera-
ture.
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ǒ



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


