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Abstract:

The theory of first order Fermi acceleration at collisionless astrophysical shock fronts is reviewed. Observations suggest that shock waves in different astrophysical environments accelerate cosmic rays efficiently. In the first order process, high energy particles diffuse through Alfvén waves that scatter them and couple them to the background plasma. These particles gain energy, on the average, every time they cross the shock front and bounce off approaching scattering centers. Calculations demonstrate that the distribution function transmitted by a plane shock is roughly a power law in momentum with slope similar to that inferred in galactic cosmic ray sources. The generation of the scattering Alfvén waves by the streaming cosmic rays is described and it is argued that the wave amplitude is probably non-linear within sufficiently strong astrophysical shocks. Hydromagnetic scattering can operate on the thermal particles as well, possibly establishing the shock structure. This suggests a model of strong collisionless shocks in which high energy particles are inevitably produced very efficiently. Observable consequences of this model, together with its limitations and some alternatives, are described. Cosmic ray origin and astrophysical shocks can no longer be considered separately.

1. Introduction

Ever since the discovery of cosmic rays by Elster, Geitel, Wilson and Hess, physicists and astronomers have speculated upon their origin [1]. Although the low energy particles (~100 MeV/n) incident on the earth's atmosphere are mostly produced within the solar system (their counterparts in interstellar space being unable to penetrate the solar wind), the higher energy particles must be produced beyond the solar system. For many years it has been widely [2, 3], though not universally [4], believed that their energy is derived from supernovae. These are the explosions of dying stars which release about $10^{51}$ erg of energy into our galaxy's interstellar medium every ~30 years. Supernovae are naturally associated with particle acceleration because they dominate the heat input for the interstellar gas.

However, cosmic ray physicists have found it more difficult to agree upon the mechanism whereby a large fraction of the energy of a supernova explosion is channeled into comparatively few high energy particles. In the past decade, one particular scheme – first order Fermi acceleration – has become increasingly attractive as an explanation as a consequence of both observational and theoretical developments. In this view, high energy particles are a natural by-product of the passage of a high Mach number, collisionless shock wave. They are accelerated systematically by scattering off the converging flow on either side of the shock front and, in the case of a supernova remnant, they can absorb the kinetic energy of the surrounding blast wave with quite high efficiency.

There have been parallel developments in space physics. The interplanetary medium is filled with a supersonic wind flowing out from the sun. Strong shocks are formed when this wind runs into the planetary magnetospheres and when fast moving streams collide with slower streams. Energetic particle acceleration is a feature of these shocks. In the last few years spacecraft have amassed a wealth of data on different types of shock structure, and the first order Fermi process has been observed in situ.

Going beyond our galaxy, we find that efficient particle acceleration is associated with many of the most active extragalactic sources (quasars and radio galaxies). As these also appear to involve supersonic flows and strong shocks we believe that first order Fermi acceleration is also important there.

In this review we attempt to summarize current research on particle acceleration at shock fronts. We do not discuss competitive acceleration schemes; neither do we discuss acceleration sites such as planetary magnetotails, the aurorae, and radio pulsar magnetospheres where strong shock waves are absent or irrelevant. (For good reviews see, for example, the books by Melrose [5,6] and the conference proceedings [7,8,9].) Our endeavor is to discuss shock wave acceleration as a physical process rather than from an astrophysical or space physical vantage point. Nevertheless, we do provide
an abbreviated summary of relevant astronomical and solar system observations in section 2. In section 3 we introduce the theory of particle acceleration by describing the general Fermi mechanism which is the basis of most astrophysical particle acceleration schemes. In section 4, we provide the relevant background on the fluid dynamical structure of shock waves and demonstrate how the Fermi process can operate on test particles at a discontinuous shock front. We believe that this is an inadequate model of a real shock wave although the test particle theory does predict an asymptotic high energy spectrum in accord with the observations reviewed in section 2. In section 5 we discuss the scatterers responsible for coupling the accelerated particles to the background plasma. These scatterers are generally described as Alfvén waves – transverse hydromagnetic modes allowed by the tension in the background magnetic field. Their growth is probably driven by the anisotropy in the cosmic ray distribution function and their decay by non-linear processes. In section 6, we discuss the non-linear theory of particle acceleration at shock fronts. Here the effects of the cosmic rays and the waves on the fluid are included self-consistently at the hydrodynamic level. We argue that cosmic rays form an essential component of the structure of astrophysical shocks and explain how such a small fraction of the incident particles can absorb such a disproportionate fraction of the energy. In section 7, we summarize this theoretical progress, describe its relatively successful confrontation with the observations and suggest some future directions for research.

In writing this review we have drawn freely upon earlier accounts [10, 11, 12] and in particular the excellent articles by Axford [13, 14, 15], Drury [16], and Kennel, Edmiston and Hada [17]. We will refer to these articles for issues discussed thoroughly in them and emphasize recent developments.

2. Observational background

High energy particles seem to be associated with most astrophysical objects and particle acceleration seems to be most efficient when strong shock waves are also present. These shock waves vary in length scale over some 15 orders of magnitude, which suggests some basic physical process of acceleration that is rather insensitive to the astronomical circumstances under which it operates. Observations of these diverse acceleration sites plus detailed spacecraft measurements of low energy cosmic rays in the solar system, pose a great challenge to a general theory of particle acceleration.

In this section we briefly review the relevant observations of cosmic-ray-producing systems involving shock fronts roughly in the order of their distance from Earth. More extensive discussions are referenced below.

2.1. Earth’s bow shock

The solar wind is a somewhat erratic, supersonic radial outflow of ionized, magnetized plasma emanating from the sun’s corona. At the radius of the Earth’s orbit, typical values for the density $\rho$, temperature $T_e$, speed $V$ and field strength $B$ of the wind are $\rho \sim 10^{-23} \text{ g cm}^{-3}$, $T_e \sim 10^{5} \text{ K}$, $V \sim 400 \text{ km s}^{-1}$, $B \sim 3 \times 10^{-5} \text{ G}$, respectively. The Earth’s magnetic field is approximately dipolar and so the magnetic pressure will decrease with distance $r$ from the Earth $\sim r^{-6}$. The solar wind accelerates through a bow shock, when the magnetic pressure becomes comparable with the momentum flux in the solar wind $\sim \rho V^2$ at $r \sim 10$ Earth radii. This has long been identified as a site of suprathermal particle generation [18, 19, 20]. We are fortunate to have a laboratory at hand where we can study particle
acceleration at a shock front under conditions of density, temperature, velocity and field strength that are very similar to those present in interstellar space. However, there is one important difference. The size of the Earth's bow shock is $\sim 10^5$ km which is only 30 times the Larmor radius of a $\sim 10$ keV proton and it is easy for suprathermal particles to escape transversely before they can be accelerated to relativistic energy unlike the case with supernova remnants which are $\sim 10^{10}$ times larger. Bow shocks associated with the magnetospheres of other planets, especially Jupiter and Saturn, have also yielded valuable information.

Our understanding of particle and wave intensities in the foreshock (i.e., ahead of the bow shock) region has improved dramatically in recent years as a consequence of data obtained by the three ISEE spacecraft [21]. A schematic illustration of the typical structure of the bow shock is shown in fig. 1. On the “dusk” side, when the solar wind magnetic field is nearly tangential to the shock front, the shock is termed quasi-perpendicular and is well localized and thin (of order an ion Larmor radius $\sim 10,000$ km). Roughly one per cent of the incident solar wind particles are reflected upstream in a beam with a speed of $\sim 1000$ km s$^{-1}$, $\sim 2$–3 times their incident speed. These “reflected” particles gyrate about the magnetic field lines and are convected by the solar wind towards the “dawn” side, where the angle between the magnetic field and the shock normal henceforth $\theta_{Bn}$ is less than $\sim 45^\circ$. The shock is then termed “quasi-parallel” and is obscured by an extended region of magnetic turbulence [22]. A fairly isotropic or “diffuse” component of particles with energies ranging up to 100 keV appears on field lines

![Fig. 1. The earth's bow shock is displayed with a typical magnetic field configuration of the solar wind. The earth rotates counterclockwise. The electrons (hollow circles) are found farther upstream than the ions (filled circles). This is attributed to the fact that the electrons have higher velocities, and that each population is created by the shock and then penetrates upstream (adapted from [261]).]
connected to the quasi-parallel region. Their energy spectrum appears above 30 keV to be exponential in energy per charge with a typical $e$-folding value $\sim 15$ keV per unit charge [23, 24]. The variations in the $e$-folding energy per charge from one observation period to the next are much larger than those between different ion species at any given time, suggesting that energy per charge is the most relevant variable characterizing ion injection (cf. section 4.5 below). The ion density declines away from the shock front but it is still measurable at $\sim 200$ Earth radii where the ions are essentially free streaming away from Earth. The charge states of the particles in the diffuse component indicate temperatures typical of the solar corona. This provides further evidence that those energetic particles come from the solar wind.

While the solar wind magnetic field typically points in the direction shown in fig. 1, it may occasionally be parallel to the solar wind velocity, i.e., radially from the sun. A given field line then remains connected to the bow shock for a long time, and the convection of particles away from the shock is inhibited. Also, the entire head of the bow shock has a quasi-parallel geometry. Under such circumstances, particle acceleration by the bow shock is observed to be much more effective, and particle fluxes are observed to rise [25]. The high fluxes measured when the solar wind field is radial are often called "radial" events. The rise time for the particle flux at 30 keV/electron charge is about 15 minutes, and is very roughly proportional to energy per charge [26, 27]. The fact that the measured flux rises first at lower energies suggests that the spacecraft is basically at the acceleration site. If the change in magnetic field direction merely connected the spacecraft to a remote source the faster particles should arrive first. The radial events create an opportunity to test time dependent theories quantitatively (cf. section 4.4).

Wave modes are also observed associated with these diffuse ions. Alfvén waves propagate away from the shock roughly parallel to the field at the Alfvén speed $\sim 30$ km s$^{-1}$ relative to the solar wind. However, they are convected into the shock at the much faster solar wind velocity $\sim 400$ km s$^{-1}$ [27]. Thus, the waves far upstream of the bow shock must have been made there by the fast particles. Their amplitudes can become non-linear, i.e. $\delta B \sim B$, and their wavelengths are in the same range as the Larmor radii of the diffuse particles with which they interact resonantly. Langmuir (i.e., longitudinal electrostatic waves), ion-acoustic (longitudinal sound waves driven by the electron pressure, which are strongly damped unless the ions are much cooler than the electrons) and whistler (electromagnetic waves propagating below the electron plasma and gyrofrequencies) modes are detected in this region. Energetic electrons are also accelerated and observed as beams ahead of the ion foreshock on account of their greater speeds. These electrons are responsible for driving the Langmuir and whistler waves. The ion acoustic waves by contrast appear to be associated with the suprathermal protons.

As mentioned in the Introduction, energetic particles are produced in the earth's magnetotail by reconnection processes that do not involve strong shocks. When the solar wind field connects an upstream spacecraft to the magnetotail, particles produced in the tail can be observed upstream. Anagostopoulos, Sarris and Krimigis [28] have measured proton fluxes in the energy range 50–960 keV using the IMP spacecraft, and they argue that many of the typical upstream events that have been ascribed to Fermi acceleration at the bow shock are in fact particles accelerated in the magnetotail. Magnetotail particles undeniably escape upstream and this source is likely to be important at high energy.

2.2. Interplanetary shock waves

Suprathermal particles (primarily p, α, C, N, O, Fe) with energy in the range 0.5–10 MeV/n have been detected in interplanetary space with fluxes many orders of magnitude above the Galactic cosmic
ray background. In many cases, the intensities increase with radial distance from the sun and the “events” are frequently associated with the passage of shock waves. These high energy particles are therefore generally believed to be accelerated within the shock fronts. These are two distinct types of traveling interplanetary shock waves.

*Corotating interaction regions* are usually characterized by a pair of forward and reverse shock waves. This pattern recurs with the solar rotation period (fig. 2). These regions are formed when a fast solar wind stream plows into slower moving gas. The shocks recorded by Pioneer spacecraft [29, 30] in the inner solar system were fairly weak and quasi-perpendicular. Intense hydromagnetic fluctuations are also found in association with the accelerated particles. The particle spectra are generally exponential in rigidity (momentum per charge) rather than power laws. Shocks further out in the heliosphere have been observed by the Voyager spacecraft during a period of more intense solar activity. Some are strong, quasi-parallel, and appear to be extremely efficient in accelerating particles [31].

*Energetic Storm Particle (ESP)* shock waves are driven by energetic magnetic storms on the sun. The most powerful of such events can have large Mach numbers and be quasi-parallel [32]. Recent observations are summarized by Lee [33]. A relatively strong shock with a fast mode Mach number $M_f = 2.6$ and $\theta_{Bn} = 40^\circ$ was analyzed by Kennel et al. [34, 35]. The fast quasi-parallel shocks appear to
be highly efficient at accelerating suprathermal ions just as in the bow shock, but without the complication of large shock curvature. Detailed, quantitative measurements of particle and wave spectra from this type of shock exhibit the following features.

(i) There is a definite magnetic jump over a distance \( \sim 3000 \) km, comparable with an ion Larmor radius. This defines a subshock in the gas.

(ii) There is a density jump in the thermal electrons over a longer scale \( \sim 30,000 \) km.

(iii) Suprathermal ions have scale heights ahead of the shock which increase from \( \sim 10^5 \) km at 30 keV to \( \sim 10^7 \) km at 1 MeV. The ion distribution function at the shock is roughly a power law in kinetic energy \( T \) with \( dN/dT \propto T^{-\gamma} \), \( 2 \leq \gamma \leq 2.5 \), steepening at the highest energy. Roughly 1% of the incident total momentum flux is converted into energetic ions by the shock.

(iv) Intense Langmuir (\( \sim 50 \) kHz) and whistler mode (\( \sim 20 \) Hz) turbulence, driven by the upstream electrons is observed.

(v) Intense ion acoustic (\( \sim 1 \) kHz) and Alfvén wave turbulence driven by the upstream ions is also observed. The Alfvén waves which are responsible for scattering the energetic particles can have a non-linear amplitude \( \delta B/B \sim 0.2 \).

(vi) The pre-shock gas is decelerated (in the shock frame) by the pressure gradient exerted by the energetic ions.

The efficiency with which ESP shocks accelerate particles appears to increase with the strength of the shock. Shocks produced by the most powerful solar flares appear to accelerate particles with an efficiency exceeding 30 percent [36, 37, 38].

2.3. Solar flares

Solar flares are explosions above the sun's photosphere caused by a sudden release of magnetic energy (up to \( 10^{33} \) erg). They generate shock waves in the sun's corona as well as in the solar wind. These shock waves are after associated with type II radio bursts, which allow one to trace the time history of the shock as it moves into regions of lower density because they emit at the local plasma frequency (or twice that value). Solar flares also produce energetic particles, many of which are probably accelerated in the shocks [39, 40]. There is also evidence that other acceleration mechanisms are at work during flares, but they will not be discussed here.

An advantage offered by observations of energetic solar flare particles is that the charge states and composition can be measured for individual events. These charge states are consistent with the hypothesis that the particles are mostly produced in the sun's corona at a temperature of \( 10^6 \) K and undergo little stripping during and after the acceleration process although they are fractionated in a charge to mass ratio-dependent manner. The acceleration and subsequent escape of the particles must be quite rapid. The composition of particles produced in large flares is quite similar to that of Galactic cosmic rays [41].

2.4. Stellar wind termination shocks

The solar wind must be decelerated by the interstellar medium when its momentum flux declines to the value of the interstellar pressure (\( \sim 10^{-12} \) dyne cm\(^{-2}\)). This is believed to occur at roughly 50 astronomical units (\( \approx 7 \times 10^9 \) km) from the sun [42]. As the solar wind is highly supersonic up to this point, it must form a shock there. Such a shock would be much larger than other shocks in the solar system and stronger than most of them, although small by interstellar standards. It has been proposed
that this shock is responsible for the anomalous component of cosmic rays—a population that is more energetic than the cosmic rays typically produced in interplanetary space but less energetic than galactic cosmic rays. The energy per charge extends up to 100 MeV which corresponds to the total pole to equator potential difference across the termination shock (or equivalently across the sun).

Far more powerful winds are associated with stellar winds from hot massive stars (speeds ~3000 km s⁻¹ and discharges ~10⁻⁷M⊙ yr⁻¹). These are believed to terminate at strong shocks where cosmic rays may be accelerated. The power of the galaxy in these winds is estimated to be comparable with the galactic cosmic ray power (section 2.5) and so the acceleration efficiency must be very high if they are to contribute to the galactic flux [44, 45].

2.5. Galactic cosmic rays and supernovae

Galactic cosmic rays, observed directly at Earth, have kinetic energies T (measured henceforth in GeV/n) ranging from ~0.1 to ~10¹¹ [45]. They comprise protons (the dominant component), alpha particles, and heavier nuclei (~1%) together with electrons (~2%), positrons and antiprotons. The proton intensity I(T) (cm⁻² s⁻¹ sterad⁻¹ (GeV/n)⁻¹) appears to be isotropic (to a few parts in 10⁴ at T~100 GeV), time steady over geological timescales ~10⁶ yr and can be described as a power law in kinetic energy,

\[ I(T) \propto T^{-2.7}, \quad 3 \leq T \leq 10^5 \]  

(2.1)

(see fig. 3). At energies below ~3 GeV the observed spectrum is strongly influenced by solar modulation, and the measured intensity falls below an extrapolation of this power law. At energies above ~10⁵ GeV, the spectrum appears to flatten and then steepen to a power law with exponent ~−3.1 possibly flattening again so that the exponent increases to ~−2 above ~10⁹ GeV [47, 48]. Cosmic rays in the energy range 10⁵–10⁹ GeV may be predominantly Fe [49, 50].

The cosmic ray energy density in interstellar space is dominated by mildly relativistic protons and is therefore uncertain but probably lies in the range (1–2) × 10⁻¹² erg cm⁻³. This is slightly larger than the energy density in the microwave background and in starlight but comparable with the estimated thermal energy density [51]. The interstellar magnetic field has a mean energy density variously estimated to lie in the range 10⁻¹⁴–3 × 10⁻¹³ erg cm⁻³ and may act as a pressure valve which allows cosmic rays to escape intermittently from the galactic disk when they have built up a pressure comparable with the magnetic stress [52]. Alternatively, cosmic rays may be convected steadily away from the galactic plane in a wind driven by supernova explosions in the disk [15, 53].

Other primary species are observed to have power law spectra with similar slopes to the proton spectrum. However, the abundances at a given kinetic energy per nucleon differ from standard solar system abundances in the sense that H, He and CNO are suppressed by factors of order 10, 20 and 5, respectively with respect to Fe [54]. This trend is often included in an inverse correlation of abundance with first ionization potential [55, 56]. Similar to that inferred for solar cosmic rays [41] isotopic anomalies are apparent in a few elements, most notably Ne, Mg and Si [57] but otherwise are not as prominent as might be expected if the accelerated particles had just been synthesized in a supernova explosion. r-process element enrichment, reported by some earlier authors, no longer seems to be present.

Secondary species, particularly Li, Be and B are produced by spallation reactions in which primary cosmic rays (especially C, N, O) collide with interstellar hydrogen atoms. The observed elemental
Two conclusions can be drawn immediately. Firstly, as the column density through the galactic disk is \( \lambda_g \sim 2 \text{ mg cm}^{-2} \), we can compute the steady flux of cosmic rays leaving the galactic disk to be \( \sim (\lambda_g / \lambda_{\text{CR}}) \nu_{\text{CR}} \sim 10^{-5} \text{ erg cm}^{-2} \text{ s}^{-1} \). Averaging over the galaxy gives a galactic cosmic ray power \( \sim 3 \times 10^{40} \text{ erg s}^{-1} \) good to a factor \( \sim 3 \). If, as is generally believed, the supernova rate in the galaxy is \( S_{\text{SN}} \sim 3 \times 10^4 \text{ Myr}^{-1} \) [61], then each supernova explosion must channel \( \sim 3 \times 10^{49} \text{ erg} \) or \( \sim 3 \) per cent of its total energy release into cosmic ray acceleration. (Supernovae provide the dominant power input to
the galaxy, with the possible exception of shocks in spiral arms [62]. So any alternative source of cosmic rays such as stellar wind termination shocks [63, 64] must be even more efficient than this.)

Secondly, as the escape time decreases with increasing energy, the injected cosmic ray spectrum, \( S(T) \), at high energy \( (T \approx 5 \text{ GeV/n}) \) must be flatter than that observed, specifically, \( S(T) \propto I(T) \lambda^{-1} \propto T^{-2.2} \). Note that if the slope of the injection spectrum \( S(T) \) is close to \(-2\), the contribution of particles at \( E \gg 1 \text{ GeV} \) to the total cosmic ray power \( \langle \int_0^d T S(T) \rangle \) becomes significant. A further inference that can be drawn is that cosmic rays have to be accelerated rapidly out of the thermal pool. There cannot be a suprathermal pool of incipient cosmic rays already existing in the interstellar medium, say at 1 or 2 MeV, because the ionization loss grammage decreases rapidly with decreasing subrelativistic kinetic energy, \( \lambda_{\text{ion}} \propto T \), and so if such a pool did exist the power necessary to replenish it would greatly exceed that invoked to accelerate the cosmic rays [65]. Several other constraints along these lines, derived from the effects of such ionization losses on molecular cloud chemistry and the spectra of spallation products, tighten the argument, ruling out pre-injection at higher energy as well. An independent argument against pre-injection due originally to Fermi is that ionization losses, which vary substantially among the elements, would greatly distort cosmic ray composition (unless the injection energy lies between 1 and 2 MeV [66]).

An independent estimate of the galactic cosmic ray power comes from the gamma ray observations which indicate total galactic gamma ray luminosity in the energy range \( 100 \text{ MeV} - 1 \text{ GeV} \) of \( L_{\gamma} \approx 8 \times 10^{38} \text{ erg s}^{-1} \) [67]. These \( \gamma \)-rays are mostly created by the decay of neutral pions produced in inelastic scattering by interstellar nuclei. Estimating the inelastic cross section for p–p scattering by \( \sigma \approx 30 \text{ mb} \) and noting that \( \gamma \)-rays account for roughly \( 1/3 \) of the energy release, we again arrive at an estimated cosmic ray power \( \sim (3m_p/\lambda \sigma) L_{\gamma} \approx 2 \times 10^{40} \text{ erg s}^{-1} \), consistent with our earlier estimate.

There are two commonly used chronometers for galactic cosmic rays. Firstly, the isotope \(^{10}\text{Be}\) has a \( \beta \)-decay half-life of \( \sim 3 \text{ Myr} \). The low observed abundance implies that the age of local cosmic rays is \( \sim 20 \text{ Myr} \) [68]. Secondly, the electron spectrum appears to steepen above \( \sim 100 \text{ GeV} \) [69]. This is probably caused by energy loss through the emission of synchrotron radiation in the Galactic magnetic field and the inverse Compton scattering of interstellar starlight. (Synchrotron radio emission is a good tracer of relativistic electron density within our galaxy). The lifetime of a \( \sim 100 \text{ GeV} \) electron within typical Galactic field \( \sim 1-2 \mu \text{G} \) is also \( \sim 30 \text{ Myr} \). If this is the cosmic ray lifetime, then cosmic rays occupy a volume of mean density \( \sim 2 \times 10^{-25} \text{ g cm}^{-3} \), approximately one tenth of the mean value in the galactic disk. Cosmic rays are therefore believed to be confined to a disk of thickness roughly ten times larger than that of the hydrogen disk. These estimates take no account of spatial and temporal inhomogeneity, which are both thought to be important features of the interstellar medium and global models of galactic cosmic rays must allow for them. (See ref. [15] for further review of existing attempts to do this.)

In fact, the energetics allow us to be more specific about when the acceleration must occur. Cosmic rays are believed to be strongly scattered by interstellar gas (as indicated by their observed isotropy). If they are accelerated following a supernova, then their energy should decline inversely with the cube root of their number density as long as they remain relativistic. This in turn implies that the cosmic rays cannot be accelerated too soon after the supernova explosion. (The fairly “normal” cosmic ray abundances are consistent with this conclusion.) If accelerated, relativistic cosmic rays lose energy as the thermal gas decompresses back to the ambient interstellar pressure then \( T \propto R^{-3/5} \). Cosmic rays accelerated within \( 10^2 \) years of the explosion will, according to this prescription, lose 96 per cent of their energy. It therefore seems unlikely that most of the cosmic ray power is generated at early times. However the very highest energy particles may have to be accelerated in young remnants [151].
A typical supernova explosion ejects $M \sim 1-10M_\odot$ of the stellar envelope with speeds $V_0$ between $3000$ km s$^{-1}$ and $10000$ km s$^{-1}$. When the ejecta has expanded out to a radius $(M/\rho)^{1/3} \sim 3$ pc it will have swept up its own mass of interstellar matter and will start to decelerate. This takes several hundred years to occur and many of the prominent observed remnants are believed to have reached this stage in their evolution.

Older remnants are thought to expand according to the Sedov-Taylor similarity law [70, 71]

$$R \sim (M/\rho)^{1/5} (V_0 t)^{2/5}$$

where $R$ is the radius of the blast wave and $t$ is the age. Once interstellar gas has been passed by the blast wave, it is quickly accelerated to a radial velocity $\sim 3/4$ of the shock velocity. The interior of the remnant is roughly isobaric with pressure $p \sim 3MV_0^2/8\pi R^3$. As the blast wave is decelerating, the stellar ejecta must likewise be decelerated by passing through a "reverse" shock which may also accelerate cosmic rays. The duration of this phase depends upon the ambient density. If, as is now usually believed, most of the volume of the interstellar medium comprises a low density ($\lesssim 10^{-27}$ g cm$^{-3}$) gas [50, 72, 73] then radiative losses are relatively unimportant and the remnant expands until the internal pressure approaches the ambient external pressure $\sim 10^{-12}$ dyne cm$^{-2}$. In this case, the interstellar medium must be filled with overlapping $\approx 10^9$ yr old, $R \leq 200$ pc spheres. (A supernova remnant expanding into a uniform interstellar medium cools more rapidly and it will not expand beyond a radius $\sim 20$ pc.) If cosmic ray acceleration were still effective at radii $R \gtrsim (3L_{CR}/4\pi u_{CR}S_{SN})^{1/3} \sim 50$ pc, then individual cosmic rays would be accelerated several times before they leave the galaxy. This would have the further consequence that the spectrum of the secondary particles would resemble that of the primary particles instead of being steeper as is observed. Perhaps cosmic ray acceleration is only efficient in strong shocks associated with younger remnants, cf. section 6 below. So we must conclude that there are both upper and lower bounds on the size of a supernova remnant $R_{\text{acc}}$ when the bulk of cosmic ray acceleration must occur, we estimate very roughly i.e., $1$ pc $\lesssim R_{\text{acc}} \lesssim 50$ pc [74, 75] (but see [76, 77]). (Note, though, that supernova blast waves cannot accelerate cosmic rays to energies $T \gtrsim 10^9$ because there Larmor radii $\sim 10^{-6}T$ pc would be too large for them to be confined to the remnant, cf. section 4.4 below.) In order to be more quantitative, we must first understand the physics of the mechanism.

There is further circumstantial evidence that particle acceleration does occur in supernova remnants from the fact that we observe these remnants most easily by the radio synchrotron emission produced by freshly accelerated relativistic electrons. If we exclude filled (plerionic) supernova remnants, then most remnants have spectral indices $\alpha \sim 0.6$ from which we infer underlying relativistic electron spectra $J(E) \propto E^{-2.2}$ [78, 79].

Most supernova remnants are also X-ray sources. The X-ray emission is believed to be produced by thermal bremsstrahlung of the hot post-shock gas and the detailed X-ray spectra can be rendered consistent with the post-shock temperature expected from the shock jump conditions [80]. The very existence of this emission and its sharp boundary provides strong evidence for the presence of collisionless shocks in the interstellar medium [71].

The connection between supernova shocks and cosmic rays (at least cosmic ray electrons) is strikingly illustrated by the superposition of the X-ray and radio profiles of supernova remnants which sometimes coincide even at the scale of the detailed irregularities of the blast wave (fig. 4).
2.6. Binary X-ray sources

Ultrahigh energy radiation has been reported from several binary X-ray sources. The UHE neutral quanta are probably photons produced by cosmic ray interactions within the binary system (though there have also been reports of underground muons from Cyg X-3, which are inexplicable by
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conventional physics). The signals have been reported at energies ranging from $10^{12}$ to $10^{16}$ eV. The reality of these signals is to varying degrees underscored by the periodicity of the signals which, in all cases, matches some periodicity in the systems as determined by X-ray measurements. In three of the sources, the signals have the spin periodicity of the neutron star. On the other hand, the neutron stars, in most cases, are rotating too slowly to accelerate the primary particles via the pulsar mechanism. The implied power in UHE particles is comparable to the X-ray luminosity. The X-rays are likely to come from shocks in the accreting material near the neutron star surface and shock acceleration could take place as well. However, many puzzles remain, and better observations are eagerly awaited. For a recent review see ref. [145].

2.7. Galactic wind termination shock

It is widely, though not universally, believed that the power deposited in the interstellar medium by supernovae drives a galactic wind with mass loss rate $\approx 10 M_\odot \text{yr}^{-1}$ and speed $\sim 500 \text{km s}^{-1}$ which terminates at a distance $\sim 100 \text{kpc}$ from the galaxy when its momentum flux balances the pressure of the intergalactic medium in the local group or meets winds from other galaxies in the local group [47, 74]. This may be the acceleration site for high energy ($T \gtrsim 10^8$) cosmic rays. By analogy with the solar wind termination shock, the maximum energy per charge would be of order the potential drop across the galactic disk, some $10^{17}$ V. It is easier to account for the highest energy cosmic rays in this way if they comprise iron, because their charge is larger [15, 81].

2.8. Extra galactic radio sources and active galactic nuclei

It has been known for over thirty years that a subset of external galaxies are powerful radio sources [82]. The radio emission comes from two general regions – a compact source of size in the range $10^{18}$–$10^{20}$ cm in the nucleus [83] and an extended component that ranges in size from $10^{22}$–$10^{25}$ cm [84]. Either component may dominate but usually both are present at some level. The extended components generally have a characteristic double structure – two radio-emitting lobes situated on either side of the

![Fig. 5. Possible shock wave formed in the extragalactic jet associated with the galaxy M87. The radio contours, from [263] show a sharp feature elongated roughly perpendicular to the presumed jet outflow from bottom left to top right. The intense synchrotron emission is generally attributed to particle acceleration and field amplification in the vicinity of this shock wave.](image)
optical galaxy and presumably moving away from it into the surrounding medium. More recently it has been discovered that the extended components are fueled with mass, momentum and energy through thin jets that emanate from the nucleus [85, 86].

The radio emission through which these sources are observed is thought to be synchrotron emission from electrons with energy in the ~1–100 GeV range which must be accelerated locally. In the more powerful sources, the jets are believed to terminate at "radio hot spots" by means of a strong shock, and it seems that shock acceleration is occurring here. Shocks may also be produced in the jets themselves through the non-linear development of surface instabilities, encounters with dense clouds in the ambient medium, or variations in the jet speed. In particular, if the external pressure changes more rapidly than the internal pressure of the jet can adjust, then the jet may develop Mach disk shock structures similar to those observed in under-expanded rocket exhausts. It is tempting to interpret the quasiperiodic "knots" of emission seen in some jets (e.g., M87) [87] in these terms. The compact sources are also believed to involve expansion flows (fig. 5). We can obtain crude estimates of the relativistic electron and magnetic energy densities within the source region which form the basis of quantitative dynamical models also involving shock waves [88, 89].

In fact in many of the compact and extended radio sources, the plasma appears to be moving at relativistic speeds necessitating the development of a theory of relativistic shock acceleration. Furthermore, polarization maps can be used in some cases to argue that positrons rather than protons maintain charge neutrality within the plasma.

Active galactic nuclei generally exhibit intense power-law continua extending from the infrared to the X-ray. These are believed to originate from regions \(\lesssim 10^{18} \text{ cm} \) across and our understanding of the physical conditions in these sources is even poorer than is the case for the extended radio components. However, the more rapidly variable examples are thought to be synchrotron sources. It is then generally argued that the radiative cooling times of the electrons are much shorter than the source transit times, again requiring local acceleration and suggesting that shock waves may be responsible [90, 91].

**2.9. Intergalactic shock waves**

An intergalactic medium is required to confine extragalactic radio sources, to emit the extended thermal bremsstrahlung X-rays from rich clusters of galaxies [92] and (arguably) to confine quasar absorption line clouds [93]. It is also expected to exist simply because galaxy formation must be a somewhat inefficient process. Estimates of the density and temperature within this medium range from \(\sim 10^{-32} - 10^{-30} \text{ g cm}^{-3} \) and from \(3 \times 10^5 - 3 \times 10^8 \text{ K} \), respectively.

There are several possible sources of strong shock waves in the intergalactic medium. Galaxies, especially those in rich clusters, can move supersonically and will be preceded by bow shocks. (Additional shocks may be found at the termination of galactic winds, cf. section 2.7.) The large double radio sources are also believed to be expanding supersonically and indeed some of the observed relativistic electrons may be accelerated in an intergalactic medium shock wave. The intergalactic medium must have been cooled by the expansion of the universe and so if it is now hot, it must have been reheated at some stage in the past. Shock waves seem to be the only efficient way to do this. These shock waves may be derived from the rapid release of energy by supernovae during the first \(\sim 10^8 \text{ yr} \) of the galaxies' lifetime and may be intimately connected with the process of galaxy formation itself [94]. Alternatively, they may result from the non-linear development of velocity perturbations in the expanding medium.
Shock waves in radio sources and intergalactic media can extend over tremendous distances exceeding $10^{25}$ cm. They may therefore be important for accelerating the highest energy cosmic rays ($10^9 \lesssim T \lesssim 10^{11}$) whose Larmor radii ($\sim 3 \times 10^{21}B^{-1}T$ cm) are far too large for them to be accelerated within the interstellar medium or at galactic wind termination shocks [95], provided that the intergalactic magnetic field strength is $\gtrsim 10^{-8}$ G.

3. The diffusion approximation

In this section we introduce general concepts in particle acceleration theory. We start with the Vlasov equation and eventually derive the general particle transport equation that describes particle acceleration by magnetohydrodynamical turbulence in a moving fluid background. Some relevant physical processes are discussed along the way.

3.1. Particle distribution function

In the majority of astrophysical particle acceleration schemes, cosmic rays acquire their energies through a succession of small increments and can therefore be considered as diffusing and/or being convected through momentum space. There will also be a spatial diffusion associated with these changes in momentum and so it proves convenient to describe the particles by the six-dimensional distribution function of the position $x$, relativistic momentum $p$ and time $t$, $f(x, p; t)$ where $f \, \mathrm{d}x \, \mathrm{d}p$ is the number of particles lying in $\mathrm{d}x \, \mathrm{d}p$. $f$ is Lorentz invariant and satisfies the relativistic Vlasov equation [96, 97]

$$\frac{\partial f}{\partial t} + \mathbf{v} \cdot \frac{\partial f}{\partial x} + \frac{\partial}{\partial p} \cdot (Ff) = 0$$

(3.1)

where $\mathbf{v}$ is the velocity and $F = \frac{\mathrm{d}p}{\mathrm{d}t}$ is the force acting on the particle. When $F$ is the electromagnetic force, the third term in eq. (3.1) is usually rewritten as $F \cdot (\partial f/\partial p)f$. Below, we discuss the various physical processes that contribute to this six-dimensional transport. In particular, we derive a collision operator $(\partial f/\partial t)_c$ that approximately expresses the electromagnetic forcing term $F \cdot (\partial f/\partial p)$ and changes eq. (3.1) to a Boltzmann equation. This is then further transformed into a transfer equation.

3.2. Fermi acceleration

We begin with the theory of Fermi [98] published in 1949. Fermi made the first serious attempt at explaining the power law nature of the cosmic ray spectrum using a line of reasoning of quite general applicability. He noted that if cosmic rays are injected steadily into some acceleration region and gain energy at a rate that is proportional to their energy while at the same time their escape from the acceleration region is a Poisson process with energy-independent escape probability, then the stationary particle distribution will be power law. Specifically, if relativistic particles gain energy at a rate $\frac{\mathrm{d}E}{\mathrm{d}t} = \frac{E}{\tau_{\text{acc}}}$ and the probability per unit time of escape is $\tau_{\text{esc}}^{-1}$ then in a steady state, the number of particles per unit energy satisfies

$$\frac{\mathrm{d}N}{\mathrm{d}E} \propto E^{-(1+\tau_{\text{acc}}/\tau_{\text{esc}})}.$$  

(3.2)
To use a simple analogy, suppose gamblers continually join a game of chance in which they can either increase their winnings by a small fraction $f$ with probability $(1 - p)$ or lose everything with probability $p(\ll 1)$, then the number of gamblers that win more than some amount $w$ before inevitably losing is proportional to $w^{-p/f}$ (provided that they don't break the bank, which happens if $f > p$).

In the particular realization of this idea that Fermi first proposed, the cosmic rays gained energy by colliding with interstellar clouds. If the clouds move with speed $u$, then the relative energy increase in one collision for a relativistic particle is $\sim \pm (u/c)$. However, energy-increasing collisions are favored over energy-decreasing collisions by a factor also $\sim (u/c)$ and so $\tau_{acc} \sim (c/u)^2$ collision times. (The numerical coefficient depends upon the kinematical assumptions made about the collision and can be straightforwardly calculated [99].)

There are three problems with the Fermi mechanism. Firstly, the acceleration rate depends upon the square of the scatterer’s velocity and for this reason this mechanism (and others like it) are relatively inefficient and known as “second-order” processes. Secondly, in order to account for the observed spectrum, Fermi required that $\tau_{acc} \sim 1.7\tau_{esc}$. There is no good reason why this should be so and there is every expectation that the ratio $\tau_{acc}/\tau_{esc}$ should vary throughout the galaxy and indeed with energy. The third problem is that the acceleration can only overcome ionization losses for protons if the kinetic energy $T$ exceeds $\sim 100$ MeV (as $(dT/dt)_{ion} \propto T^{-1/2}$). In fact, Fermi realized this and proposed an ingenious injection mechanism for creating new cosmic ray protons. He suggested that a cosmic ray proton would generate on average one new proton above the injection threshold by knock-on collision before escaping the galaxy. Unfortunately, as Fermi also realized, this mechanism cannot operate for heavy elements which cannot be boosted without fragmentation, and as we now know, are in fact overabundant in cosmic rays. In more modern variants on this type of Fermi acceleration, the clouds have been replaced by hydromagnetic waves [100, 5] though the difficulties remain [101].

### 3.3. Momentum space diffusion

As the fractional energy changes in a single collision are small, we can treat Fermi acceleration using the Fokker–Planck formalism (e.g., see refs. [96, 102]). The probability that an electron changes its momentum by $\Delta p$ in time interval $\Delta t$ is presumed to depend on the current values of $p$ and $x$ and not on the complete past history of the particle. In other words, we are dealing with a Markov process. The distribution function at time $t + \Delta t$ is then given by

$$f(p, x + v \cdot \Delta t, t + \Delta t) = \int d\Delta p \psi(p - \Delta p_0, \Delta p) f(p - \Delta p, x, t)$$

where $\psi(p, \Delta p) d\Delta p$ is the element of probability for changing the momentum $p$ to $p + \Delta p$ in time $\Delta t$. We expand both the integrand and the left hand side in a Taylor series and use the fact that $\int d\Delta p \psi(p, \Delta p) = 1$ to obtain the Fokker–Planck equation

$$\frac{\partial f}{\partial t} + v \cdot \frac{\partial f}{\partial x} = \frac{\partial}{\partial p} \left\{ -\left(\frac{\Delta p}{\Delta t}\right) f + \frac{1}{2} \frac{\partial}{\partial p} \left(\frac{\Delta p \cdot \Delta p}{\Delta t}\right) f \right\}$$

where the Fokker–Planck coefficients are
\[ \left\langle \frac{\Delta p}{\Delta t} \right\rangle = \frac{1}{\Delta t} \int d\Delta p \, \psi(p, \Delta p) \Delta p \]

and

\[ \left\langle \frac{\Delta p \, \Delta p}{\Delta t} \right\rangle = \frac{1}{\Delta t} \int d\Delta p \, \psi(p, \Delta p) \Delta p \Delta p . \]

This equation describes a biased random walk of the particles in momentum space.

In Fermi processes, particles both gain and lose energy by scattering off moving scatterers. Now there is a simplification to the Fokker–Planck equation when the recoil of the scatterer can be ignored (as is usually true). In this case, the principle of detailed balance assures us that \( \psi(p, -\Delta p) = \psi(p, \Delta p, \Delta p) \). We again make a Taylor expansion and integrate over \( d\Delta p \) to obtain

\[ \frac{\partial}{\partial p} \cdot \left\{ \left\langle \frac{\Delta p}{\Delta t} \right\rangle - \frac{1}{2} \frac{\partial}{\partial p} \cdot \left\langle \frac{\Delta p \, \Delta p}{\Delta t} \right\rangle \right\} = 0 . \] (3.6)

If the Fokker–Planck coefficients vanish for small values of \( p \) as is also generally true,

\[ \left\langle \frac{\Delta p}{\Delta t} \right\rangle = \frac{1}{2} \frac{\partial}{\partial p} \cdot \left\langle \frac{\Delta p \, \Delta p}{\Delta t} \right\rangle . \] (3.7)

The Fokker–Planck equation then simplifies to

\[ \frac{\partial f}{\partial t} + (v \cdot \nabla) f = \frac{\partial}{\partial p} \cdot D_{pp} \cdot \frac{\partial f}{\partial p} \]

(3.8)

where the momentum space diffusion coefficient is

\[ D_{pp} = \frac{1}{2} \left\langle \frac{\Delta p \, \Delta p}{\Delta t} \right\rangle . \]

(3.9)

As we might expect, Fick's law of diffusion applies in momentum space if the scattering process is time-reversible. Terms describing loss and escape can be added to the right hand side of eq. (3.8). Further discussion of eq. (3.8) and its properties can be found in Melrose [5, 6].

In the simplest case of isotropic scattering by an isotropic distribution of scatterers moving with speed \( V \ll c \), there will be a change in the momentum of the particle \( \Delta p = -(p \cdot V)/v \) caused by transforming into the frame of the scatterer and an independent change caused by transforming back again to the original frame. This will happen every \( L/v \) where \( L \) is the collision mean free path. Hence \( D_{pp} = D_{pp} \) times the unit tensor where

\[ D_{pp} = \frac{1}{2} \times 2 \times \frac{(p \cdot V)^2}{v^2} \frac{v}{L} = \frac{1}{3} \frac{p^2 \langle V^2 \rangle}{vL} \]

(3.10)

and where the overbar denotes an angle average. Note that the rate of gain of energy for relativistic particles satisfies \( dE/dt \propto dD_{pp}/dE \propto E \) as in a traditional Fermi process. However this scaling does not hold at non-relativistic energy.
3.4. Pitch angle scattering and spatial transport

The Fermi process requires that in a steady state particles leave the acceleration region and so we must also discuss spatial transport. The simplest formalism (which we have already invoked) is the escape time formalism which consists of adding a term \(-f/\tau_{\text{esc}}\) to the right hand side of eq. (3.8). This ignores spatial gradients. The acceleration region is regarded as a “leaky box” at whose walls the particles have a small but finite transmission probability. (This appears to be a surprisingly good approximation in the case of galactic cosmic rays.) We can then use this approach to study Fermi acceleration in a leaky box model of the galaxy. We seek a steady state solution for relativistic particles using the diffusion coefficient (3.10). If \(\tau_{\text{esc}}\) is energy-independent, then there is a power law solution,

\[
\frac{dN}{dE} \propto E^n
\]

where

\[
n = \frac{3}{2} \left( 1 + \frac{4cL}{3(V^2)\tau_{\text{esc}}} \right)^{1/2} - \frac{1}{2}.
\]

(3.11)

Note how the (necessary) inclusion of diffusion in momentum space changes the result from the original Fermi theory except when \(\tau_{\text{esc}} \ll \tau_{\text{acc}}\) [99]. It is an elementary exercise to solve the time-dependent equation (3.3) for arbitrary initial conditions.

Spatial gradients are included in a more sophisticated approach, which is certainly necessitated by observations of particles in the interplanetary medium. We assume that particles are continuously scattered by magnetic inhomogeneities or Alfvén waves which are incompressible hydromagnetic transverse modes driven by the tension \(B^2/4\pi\) in the field. They therefore travel with the Alfvén speed

\[
v_A = B/\sqrt{4\pi\rho}.
\]

(3.12)

Cosmic rays can also be scattered by fast magnetosonic wave modes. However, in the plasmas that most concern us the gas pressure exceeds the magnetic pressure and the magnetosonic modes will be Landau damped. Alfvén waves have frequencies below the ion Larmor frequency \(\Omega = eB/m_p c\). A suprathermal particle traveling much faster than the Alfvén speed will therefore see the wave as an essentially magnetostatic disturbance. If its Larmor radius, \(r_L = pc/ZeB\) is comparable with the wavelength of the disturbance, then there is a possible resonant interaction which results in a change in the particle’s pitch angle \(\theta = \cos^{-1}\{ (p \cdot B)/(pB) \} = \cos^{-1} \mu\). Successive interactions with randomly phased waves cause the particle’s pitch angle to random walk and after \(\sim (B/\delta B)^2\) wavelengths, the particle’s velocity will have been reversed so that it can be regarded as having been scattered.

More formally, we can compute the pitch angle scattering rate for Alfvén waves traveling in one direction along the ambient magnetic field [103, 104, 105]. (This is probably not too bad an approximation as Alfvén waves propagating across the field are expected to have a lower growth rate than those propagating along the field.) If we transform to the frame of the wave, then the electric field vanishes and we can consider the motion of a particle interacting with a single circularly polarized wave of magnetic amplitude \(B_1\) perpendicular to \(B\). The particle energy is strictly conserved and so the pitch angle changes according to
\[
\frac{d\mu}{dt} = \frac{Ze}{pc} [v_\perp \times B_1].
\] (3.13)

To lowest order, we evaluate the right hand side of eq. (3.13) along the unperturbed trajectory

\[
\frac{d\mu}{dt} = \frac{Ze\nu(1 - \mu^2)^{1/2}B_1}{pc} \cos[(k\nu\mu - \Omega)t + \psi]
\] (3.14)

where \( k \) is the wave \( k \)-vector and \( \psi \) is the phase of the wave, assumed to be randomly distributed. Averaging over \( \psi \), we obtain

\[
\langle \Delta \mu^2 \rangle = \frac{Z^2e^2\nu^2(1 - \mu^2)B_1^2}{2p^2c^2\mu} \int_0^t \int_0^t \int_0^t \cos[(k\nu\mu - \Omega)(t' - t'')] dt'' dt'
\] (3.15)

This expression confirms that only resonant waves with \( k = \Omega/\nu\mu \) interact strongly with the particles. (When \( k \) is not parallel to \( B \), higher cyclotron resonances are also important.) In the limit \( \nu \rightarrow \infty \), eq. (3.15) can be converted into an expression for the pitch angle diffusion coefficient,

\[
\nu = \langle \frac{\Delta \theta^2}{\Delta t} \rangle = \frac{\pi Z^2e^2\nu B_1^2}{p^2c^2\mu} \delta(k - \Omega/\nu\mu).
\] (3.16)

The total energy density in an Alfvén wave, which is divided equally between particle motion and field energy, is \( B_1^2/4\pi \). (Only one of the two modes of circular polarization will interact with particles with given sign of \( \mu \) and \( Z \).) We then integrate eq. (3.16) over all waves to obtain

\[
\nu = \frac{\pi}{4} \left( \frac{k\epsilon_k}{B_1^2/8\pi} \right) \Omega
\] (3.17)

where \( \epsilon_k \, dk \) is the wave energy density in interval \( dk \) evaluated at \( k = \Omega/\nu\mu \).

The evolution of the particle distribution function in the presence of the waves satisfies the Fokker–Planck equation (3.8) which specialises to

\[
\frac{\partial f}{\partial t} = \frac{1}{2} \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \nu \frac{\partial f}{\partial \mu} \right)
\] (3.18)

when \( f \) does not depend on gyration phase and changes of particle energy can be ignored. Note that as the scattering is elastic in the wave frame, it is only necessary to calculate the first order perturbations to the particles' motion in order to derive all the Fokker–Planck coefficients (cf. section 3.3).

In the above derivation of (3.18), spatial uniformity, \( \partial f/\partial x = 0 \) was assumed. This identifies the electromagnetic force term that appeared in the Vlasov equation (3.1), given the stated approximations, as the effective collision operator in a Boltzmann equation. This can be generalized to accommodate spatial gradients associated with particle streaming to give

\[
\frac{\partial f}{\partial t} + v \cdot \frac{\partial f}{\partial x} = \left( \frac{\partial f}{\partial t} \right)_c = \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \nu \frac{\partial f}{\partial \mu} \right).
\] (3.19)
Here the primes in the collision operator denote the fact that the pitch angle is to be measured in the frame of the waves, whereas \( v \) refers to the velocity in the laboratory frame. (We ignore a time dilation factor, second order in the wave speed.) The collision operator used here represents "small angle scattering", i.e., diffusion in pitch angle. (Large angle scatterings can be included by adding the BGK scattering operator \(-v^* [f - \langle f \rangle]_{\text{ref}}[106]\), where \( v^* \) is an effective scattering frequency.)

Several features of eq. (3.19), which can also be derived directly from the Vlasov equation [5, 6], deserve comment. Firstly we emphasize that we have assumed small wave amplitudes, random phases and that \( k \) is parallel to \( B \), any of which may be violated in a real cosmic ray shock. Secondly, the resonant \( k \)-vector increases as the pitch angle approaches 90°. When \( \mu < v_A/v \), there are no resonant Alfvén waves and formally there should be no scattering between forward and backward hemispheres in velocity space. At first sight this seems to rule out multiple shock crossings. (Actually, when the sound speed \( v_s \) exceeds the Alfvén speed, \( v_A \), Alfvén waves resonant with particles with \( \mu < v_s/v \) will suffer ion cyclotron damping by thermal ions and there is an even larger range of pitch angle within which scattering is absent [107, 108].) The problem of scattering when the pitch angle is close to 90° has been addressed by several authors [109, 110, 111, 112]. It is now generally believed that, unless \( v_s \gg v_A \), non-linear effects, interpretable as particle mirroring and resonance broadening allow passage through \( \mu = 0 \). This is indeed consistent with interplanetary observations at high energies; although at lower energy (\( E \approx 10 \text{ MeV} \)), the inferred mean free path exceeds that predicted by quasi-linear theory (cf. also section 5.2). Scattering by waves propagating above the ion Larmor frequency (e.g., whistlers) may also be important.

When the particle mean free paths are sufficiently short, it is more appropriate to treat the spatial transport in the diffusion approximation. As we show formally in the next section, a term \(-\partial / \partial x(D(x, p) \partial f / \partial x)\) must be added to the right hand side of eq. (3.8). The diffusion tensor \( D(x, p) \) is anisotropic because of the presence of a particular magnetic field direction. If we identify \( \nu \) as a collision frequency then we can identify the spatial diffusion coefficient along the mean direction of the field by \( D_\parallel \approx v^2/3 \nu \) which is inversely proportional to the level of resonant wave turbulence (cf. section 3.5). The perpendicular component of the diffusion coefficient is likewise estimated by

\[
D_\perp \approx v^2 \nu / 3 \Omega^2 \sim D_\parallel (\delta B/B)^4
\]

(refs. [5, 6]). There are also off-diagonal components, \( D_{xy} = -D_{yx} \approx v^2/3 \Omega \) [113] which contribute to the transport as gradient \( B \) drift [114]. Spatial transport perpendicular to the ambient field can also be enhanced non-resonantly by field line wandering [115, 116]. In this process, two field lines that start off close to each other will separate at a rate fixed by their separation and the level of field fluctuations. Particles on these field lines with Larmor radii much smaller than the separation, \( s \), will also separate to the extent that they move systematically along the field lines in a particular direction. In the limit that \( \nu_k \) diminishes with \( k \) (but not faster than \( k^{-2} \)), the dominant contribution is by waves with \( k \sim s^{-1} \) and a simple random walk argument gives

\[
d_{\perp} / dz \sim (8 \pi k \Omega / B^2)_{k=s^{-1}}.
\]

3.5. Convection-diffusion equation

We have so far considered particle transport in a stationary medium. In order to discuss cosmic ray acceleration at a shock front, we must generalize the above results to allow for motion of the scattering
medium. This has been done by several authors. A sufficiently complete and rigorous derivation is due to Skilling [117] (cf. also ref. [118]).

We require a transport equation for the distribution function \( f(x, p, t) \) measured in a suitable inertial frame. Let us anticipate our application to shock fronts by assuming \textit{ab initio} that

\[
\frac{\partial}{\partial t} = O\left( u \frac{\partial}{\partial x} \right) = O\left( \frac{\partial^2}{\nu \partial x^2} \right)
\]

and \( u \ll v \), where \( u(x, t) \) is the velocity of the frame in which the scattering is presumed to be elastic. In particular if the scattering is due to Alfvén waves, then \( u \) is the velocity of the wave frame in which the electric field vanishes. If the Alfvén speed \( v_A \ll u \) then \( u \) is effectively also the speed of the background medium.

The procedure which we follow to derive the particle transport equation is to transform the Vlasov equation (3.1) from the inertial frame to the non-inertial (primed) frame moving with the scattering waves expressing the transformed distribution function in terms of the original \( x, t \) coordinates in the inertial frame and the transformed momentum \( p' \), measured in the wave frame, i.e.,

\[
f(x, p, t) = f'(x, p' = p - E'u, t)
\]

\[
= f'(x, p' = p, t) - E' \frac{\partial}{\partial p'} f'(x, p' = p, t)
\]

(3.23)

to first order. The transformed Vlasov equation is then

\[
\frac{\partial f'}{\partial t} + (v' + u) \cdot \nabla f' - (p' \cdot \nabla) u \cdot \frac{\partial f'}{\partial p'} = - \frac{\partial}{\partial p'} \left\{ \frac{dp'}{dt} \right\}
\]

(3.24)

again working to Galilean order, \( u \ll c \).

The Larmor radius is, by assumption, much smaller than the scale length and so the distribution function should be effectively independent of the gyrotational phase \( \phi' \) measured in the wave frame. We can then average over this coordinate. We introduce a unit vector field \( n(x, t) \) parallel to the local magnetic field and denote the local pitch angle of a particle at \( x \) (i.e., the angle between \( p' \) and \( n \)) as \( \theta' = \cos^{-1} \mu' \). In this case \( f' \) is a function of \( x, v', \mu', t \). Now particles moving along a specific direction in the inertial frame will have variable pitch angles measured with respect to the local field. If we introduce coordinates \( x, y, z \) with \( z \) measured along \( n \), then

\[
(\partial \mu'/\partial x) = \sin \theta' \cos \phi' \partial n_x/\partial x, \quad (\partial \mu'/\partial y) = \sin \theta' \sin \phi' \partial n_y/\partial y.
\]

(3.25)

Hence,

\[
\langle (v' \cdot \nabla) f' \rangle_\phi = \mu' \nu'(n \cdot \nabla) f + \left\langle v'_x \frac{\partial f'}{\partial \mu'} \frac{\partial \mu'}{\partial x} + v'_y \frac{\partial f'}{\partial \mu'} \frac{\partial \mu'}{\partial y} \right\rangle_\phi
\]

(3.26)

where \( \mu' = \cos \theta' \). Inserting the derivatives from eq. (3.25) and averaging, gives

\[
\langle (v' \cdot \nabla) f' \rangle_\phi = \mu' \nu'(n \cdot \nabla) f' + \frac{1}{2} (1 - \mu'^2) v' (\nabla \cdot n) \partial f'/\partial \mu'.
\]

(3.27)
The first term on the left hand side is the contribution associated with gradients in the distribution function along the field. The second term is present when the magnetic field direction changes. Particles on neighboring field lines must be compared at slightly different pitch angles (measured with respect to the local field direction) when evaluating the convective derivative in the Vlasov equation.

Likewise,

$$\left\langle (p' \cdot \nabla) u \cdot \frac{\partial f'}{\partial p'} \right\rangle \phi = \left\langle p' \left\{ \sin \theta' \cos \phi' \frac{\partial}{\partial x} + \sin \theta' \sin \phi' \frac{\partial}{\partial y} + \cos \theta' \frac{\partial}{\partial z} \right\} \times \left\{ u_x \sin \theta' \cos \phi' + u_y \sin \theta' \sin \phi' + u_z \cos \theta' \right\} \frac{\partial f'}{\partial \mu'} \right\rangle \phi,$$

(3.28)

where we use the fact that $f'$ is isotropic to lowest order. Performing these averages, gives

$$\left\langle (p' \cdot \nabla) u \cdot \frac{\partial f'}{\partial p'} \right\rangle \phi = \left\{ \frac{1 - \mu'^2}{2} (\nabla \cdot u) + \frac{3 \mu'^2 - 1}{2} (n \cdot \nabla) (n \cdot u) \right\} p' \frac{\partial f'}{\partial \mu'} .$$

(3.29)

The dominant contributor to the right hand side of eq. (3.24) involves the Lorentz force $e(v' \times B)$ acting on the particle gyrating in the magnetostatic field. However this vanishes after performing the average over gyrational phase. We are then left with the pitch angle scattering caused by the Alfvén waves which we express using the Fokker–Planck form, eq. (3.18). Note that there are no derivatives in momentum $p'$ as the scattering is presumed to be elastic in the wave frame.

Collecting terms, the pitch angle-averaged transport equation becomes

$$\frac{\partial f'}{\partial t} + (\mu' v' n + u) \cdot \nabla f' = \left\{ \frac{1 - \mu'^2}{2} (\nabla \cdot u) + \frac{3 \mu'^2 - 1}{2} (n \cdot \nabla) (n \cdot u) \right\} p' \frac{\partial f'}{\partial \mu'}$$

$$+ \frac{1 - \mu'^2}{2} v' (\nabla \cdot n) \frac{\partial f'}{\partial \mu'} = \frac{\partial}{\partial \mu'} \left\{ \frac{1 - \mu'^2}{2} v' \frac{\partial f'}{\partial \mu'} \right\} .$$

(3.30)

The distribution function in a scattering medium will be approximately isotropic. We therefore expand $f'$ in powers of the ratio of the mean free path to the scale length using (3.22),

$$f'(x, p', \mu', t) = f'_0 + f'_1 + f'_2$$

where

$$f'_n = O\left( \frac{v}{v} \frac{\partial}{\partial x} \right)^n f'_0 = O\left( \frac{u}{v} \right)^n f'_0 .$$

(3.31)

We substitute this expression in eq. (3.25). The lowest order equation is

$$\frac{\partial}{\partial \mu'} \left\{ \frac{1 - \mu'^2}{2} v' \frac{\partial f'_0}{\partial \mu'} \right\} = 0 .$$

(3.32)

We then require that the distribution function be non-singular at $\mu' = \pm 1$ and so confirm that $f'_0$ is isotropic. To first order,
\[ \mu' v'(n \cdot \nabla) f_0 = \frac{\partial}{\partial \mu'} \left\{ \frac{1 - \mu'^2}{2} \left( \frac{\mu'}{\nu'} \frac{\partial f'_1}{\partial \mu'} \right) \right\}. \]  

(3.33)

This equation can be integrated to obtain
\[ \frac{\partial f'_1}{\partial \mu'} = -\frac{v'}{\nu'} (n \cdot \nabla) f'_0. \]

(3.34)

Finally, we take the second order equation,
\[ \frac{\partial f'_0}{\partial t} + (u \cdot \nabla) f'_0 + \mu' v'(n \cdot \nabla) f'_1 - \left\{ \frac{1 - \mu'^2}{2} \nabla \cdot u + \frac{(3\mu'^2 - 1)}{2} (n \cdot \nabla)(n \cdot u) \right\} p' \frac{\partial f'_0}{\partial p'} \]
\[ + \frac{1 - \mu'^2}{2} v' (\nabla \cdot n) \frac{\partial f'_1}{\partial \mu'} = \frac{\partial}{\partial \mu'} \left\{ \frac{1 - \mu'^2}{2} \nu' \frac{\partial f'_1}{\partial \mu'} \right\} \]

(3.35)

and average over \( \mu' \). We substitute eq. (3.34) to obtain
\[ \frac{\partial f'_0}{\partial t} + (u \cdot \nabla) f'_0 - \nabla \cdot \{ nD_\parallel (n \cdot \nabla) f'_0 \} = \frac{1}{2} (\nabla \cdot u) p' \frac{\partial f'_0}{\partial p'} \]

(3.36)

where
\[ D_\parallel(x, p', t) = \langle \frac{1}{2} (1 - \mu'^2) v'^2/\nu' \rangle_{\mu'}. \]

(3.37)

is the diffusion coefficient with the average being taken over \( \mu' \) and we have used,
\[ v' \langle \mu' f'_1 \rangle_{\mu'} = \nu' \langle (1 - \mu'^2) \frac{\partial f'_1}{\partial \mu'} \rangle_{\mu'} = -D_\parallel (n \cdot \nabla) f'_0. \]

(3.38)

Note that it is not necessary to assume, as in some earlier treatments, that \( f'_1 \propto \mu' \).

Equation (3.36) is the transport equation for the isotropic part of the distribution function \( f'_0(x, p, t) \) and to the order to which we are working, it does not matter whether we measure it in the wave frame or in the inertial frame. We will henceforth suppress the prime and the zero subscript. The left hand side contains the expected convection and diffusion terms. It is also not necessary to assume that the particles are scattered through small angles and their angular distribution evolves according to the Fokker–Planck equation, as is true for our derivation. Essentially the same equation has been derived for photons interacting with electrons through large angle Thomson scattering [267]. The right hand side takes account of the energy-loss (gain) suffered by particles in an expanding (converging) flow.

We can rewrite eq. (3.36) as a conservation law
\[ \frac{\partial f}{\partial t} + \nabla \cdot \{ u f - nD_\parallel (n \cdot \nabla) f \} + \frac{1}{p^2} \frac{\partial}{\partial p} p^2 \left\{ -\frac{p}{3} (\nabla \cdot u) f \right\} = 0 \]

(3.39)

from which we isolate the speed of the particles in phase space.

We shall also need the mean flux of particles of a given momentum measured in the inertial frame. This can be evaluated directly from eqs. (3.23) and (3.38)
The second term corrects for the so-called Compton–Getting effect, i.e., the differential Doppler shifting of the particle energy on transforming from the wave to the inertial frame. (Particles of speed \( v \) in the inertial frame moving in the direction of \( u \), have a smaller energy in the wave frame than those moving in the opposite direction, so in calculating the particle flux in the inertial frame, we must compare particles of slightly different energies in the wave frame.)

Equation (3.36) gives the transport equation in the form which we shall mostly need. However, it can be generalized to take account of the possibility that particles be scattered by Alfvén waves propagating in both directions along the field with corresponding scattering rates \( \nu_+ \) and \( \nu_- \) [117]. This means that there is no single frame in which the \( \mu \) average can be performed. The final kinetic equation is given by

\[
\frac{\partial f}{\partial t} + \left( \frac{1}{3p^3} \frac{\partial}{\partial p} (p^3 w) \right) \cdot \nabla f - \nabla \cdot (nD_\parallel (n \cdot \nabla) f) = \frac{1}{3}(\nabla \cdot w) p \frac{\partial f}{\partial p} + \frac{1}{p^3} \frac{\partial}{\partial p} p^2 D_{pp} \frac{\partial f}{\partial p}
\]

where

\[
w = u + \left( \frac{1}{3}(1 - \mu^2) \frac{\nu_+ + \nu_-}{\nu_+ + \nu_-} \right) \nu_A n
\]

\[
D_{pp} = 2e^2 \nu_A^2 \left( 1 - \mu^2 \right) \frac{\nu_+ + \nu_-}{\nu_+ + \nu_-} \mu.
\]

\( w \) is clearly a compromise velocity between those of the two wave frames and it coincides with the velocity of one wave frame if the oppositely directed Alfvén waves are absent. The second term on the right hand side describes Fermi acceleration by Alfvén waves and may be recovered by elementary arguments as in section 3.3. (We do not require that \( \nu_A \ll u \) however.) Furthermore, if we keep some extra time-dependent terms in the derivation we can verify that eq. (3.36) is still valid when \( \partial / \partial t = O(v \partial / \partial x) \) when there are only a few scatterings per scale height. However it must be remembered that this approach can be correct only when \( u \ll v \) as we must expand in powers of \( (u/v) \).

Note that our approach neglects spatial diffusion perpendicular to the magnetic field by ignoring the variation of the distribution function with gyrotational phase (cf. section 3.4).

3.6. The fluid limit

We can derive fluid equations from eq. (3.39). This is particularly simple when the motion is along the field. If we just integrate over momentum space, we obtain a conservation law for the particles. If we first multiply by the particle energy and then integrate over momentum space, we obtain

\[
\partial W_e / \partial t + \partial F_e / \partial x = u \partial P_e / \partial x
\]

where \( F_e = u(W_e + P_e) + Q_e \) is the cosmic ray energy flux and where \( W_e \), the energy density in the cosmic rays, is given by:

\[
W_e = \int 4\pi mc^2 \left( 1 + p^2 / m^2 c^2 \right)^{1/2} f p^2 \, dp.
\]
$P_c$, the cosmic ray pressure, is given by:

$$P_c = \frac{4\pi}{3} \int \frac{f p^4 \, dp}{m[1 + p^2/m^2 c^2]^{1/2}}$$

(3.44)

and $Q_c$, the "heat flux", is given by:

$$Q_c = -\int 4\pi D \eta m c^2 [1 + p^2/m^2 c^2]^{1/2} \frac{\partial f}{\partial x} \, p^2 \, dp .$$

(3.45)

In this subsection, $x$ is measured along the direction of motion.

The pressure term in (3.42) is obtained by integration by parts assuming that $p^4 f$ vanishes as $p \to \infty$. Note that (3.42) is just the energy equation obeyed by any fluid when viscosity and inertia are neglected. By using eq. (3.39) together with the equations of mass and energy momentum conservation to study shock structure, one is essentially keeping information about the particle spectrum that is discarded by the fluid equations.

When higher order terms are included, terms resembling viscosity appear, which are conceptually useful in describing how thermal particles might be energized within a viscous subshock. Krymsky [119] has attempted such a non-relativistic derivation of viscosity from kinematic considerations, starting with eq. (3.19). Assuming $v \, du/\nu \, dx \ll 1$, he obtains eq. (3.36) with an additional term on the r.h.s.

$$\frac{u^2}{3\nu} \left( \frac{du}{dx} \right)^2 \frac{1}{u^2} \frac{\partial}{\partial u} \left( u^2 \frac{\partial f}{\partial u} \right) .$$

(3.46)

This resembles a second order acceleration term with an acceleration rate proportional to $(du/dx)^2$. This can be interpreted as being analogous to Ohmic dissipation with the inertial force $m \, du/\nu \, dx$ that results from a particle wandering from one fluid element to another one with a different velocity. However, the shock thickness is expected to be of order one mean free path $\nu / \nu$, and the thermal velocity is expected to be of order $u$, so the expansion parameters used to obtain a fluid picture may not be small near a shock. We must resort to a kinetic picture for quantitative calculations.

### 4. Test particle approximation

In this section we discuss the solution of (3.36) for a discontinuous velocity profile $u(x)$. This describes the acceleration process as seen by a population of test particles and is suitable for deriving the asymptotic particle spectrum at high energy.

#### 4.1. Rankine–Hugoniot relations

Before we investigate the motion of cosmic rays at a shock front, we must first describe the fluid structure of the front. This is described in great detail in standard texts [70] and we will only summarize the properties that we need. A shock front is a surface of discontinuity across which there is a steady flow of mass, momentum and energy. Of course, no shock wave is truly steady or discontinuous and all that we require is that the distance over which the flow variables vary, the shock thickness, be much
smaller than the corresponding scales ahead of and behind the shock and that the overall flow pattern
does not change substantially in the time it takes a fluid element to cross the shock. The fluid structure
is determined by the requirement that the fluxes of mass, momentum and energy be continuous across
the shock front. As material is actually crossing the shock front this tells us that the velocity parallel to
the front be continuous. (This is untrue of hydromagnetic shocks however.) Only the velocity
perpendicular to the front is relevant. (Equivalently, we can perform a Galilean transformation into the
frame in which the flow is normal to the shock.)

Let the normal component of the fluid velocity (in the frame in which the shock is stationary) behind
(ahead of) the shock be \( u_-(u_+ \) and let the density, internal energy per unit mass, pressure and
enthalpy per unit mass be \( \rho, e, p \) and \( h \) respectively. Continuity of the fluxes of mass, momentum and
energy then implies that

\[
\rho_- u_- = \rho_+ u_+ \\
p_- + \rho_- u_-^2 = p_+ + \rho_+ u_+^2 \\
h_- + \frac{1}{2} u_-^2 = h_+ + \frac{1}{2} u_+^2.
\]

We eliminate the velocities to obtain the equation for the "shock adiabat"

\[
h_+ - h_- = \frac{(p_+ - p_-)(\rho_+ + \rho_-)/2\rho_- \rho_+}{(\gamma - 1)\rho}.
\]

Shock waves bring about a discontinuous increase in the entropy of the fluid which for normal
substances implies that shocks are compressive and decelerate the flow velocity from being supersonic
with respect to its internal sound speed to being subsonic. The decrease in the bulk kinetic energy is
compensated by the increase in the enthalpy and the decrease in the bulk momentum flux, \( \rho u^2 \) is taken
up in the pressure.

If the fluid is a perfect gas with specific heat ratio \( \gamma \), then \( h = \gamma p/(\gamma - 1)\rho \) and the jump conditions
take on a simpler form,

\[
\frac{1}{r} = \frac{\gamma - 1}{\gamma + 1} + \frac{2}{(\gamma + 1)M^2}
\]

\[
\frac{p_+}{p_-} = \frac{2\gamma M^2}{\gamma + 1} - \frac{\gamma - 1}{\gamma + 1}
\]

where \( r = u_-/u_+ \) is the compression ratio and \( M = (\rho_- u_-^2 / \gamma p)^{1/2} \) is the pre-shock Mach number. Note
that the compression ratio and pressure ratio tend to unity as \( M \to 1 \).

When energy is lost by radiation, heat flux to upstream infinity, or cosmic rays accelerated to such
energies that they cease to interact with the rest of the flow, then eq. (4.2a) must be generalized to

\[
h_- + \frac{1}{2} u_-^2 = h_+ + \frac{1}{2} u_+^2 + Q/\rho_+ u_-
\]

where \( Q \) is the rate of energy loss per unit area. The compression ratio is then given by
\[ \frac{1}{r} = \frac{1}{\gamma + 1} \left( \gamma + M^{-2} - \left[ (1 - M^{-2})^2 + 2(\gamma^2 - 1)\frac{Q}{\rho u^3} \right]^{1/2} \right). \] (4.3b)

In many astrophysical shocks, magnetic fields and cosmic rays contribute substantially to the transport of momentum and energy and therefore alter these jump conditions. We ignore this in this section confining our attention to the test particle approximation. However, we shall need to consider the passive behavior of magnetic fields at a shock front. Astrophysical plasmas are generally believed to have such a high electrical conductivity that the electric field frame of the moving plasma can be ignored. In a frame in which the plasma moves with speed \( u \), this implies

\[ E = -\frac{u}{c} \times B. \] (4.5)

The magnetic jump conditions then follow from the continuity of the parallel (referred to the shock normal) component of \( B \) and the perpendicular component of \( E \) at the shock front,

\[ B_{-\parallel} = B_{+\parallel}, \quad u_{-\perp} = u_{+\perp}. \] (4.6)

4.2. Scatter-free interaction

We now describe the behavior of a charged particle at a shock front. We first consider the electrodynamical motion of a charged particle of sufficiently large energy that its gyroradius exceeds the thickness of the shock front. If we ignore the possibility of scattering, then the motion across a plane shock front is most easily computed by transforming into a frame in which the fluid velocity is parallel to the magnetic field. (This transformation is possible only if \( B_{\parallel} > B_{\perp} u/c \) in the frame in which the fluid moves in a direction perpendicular to the shock front.) The electric field vanishes in this frame and so the particle cannot change its energy although the pitch angle of its gyrational motion will change on crossing the shock. Transforming back to the original frame gives a relative change in the particle energy of only \( O(u/c) \), regardless of how many times a plane shock is crossed. This is clearly not the basis of a general efficient acceleration mechanism.

There are three circumstances when the above analysis breaks down. Firstly when the shock velocity is nearly perpendicular to the field, an energetic particle must cross the shock several times changing its energy by a small fraction every gyration. The motion is approximately adiabatic and the invariant \( p^2 \sin^2 \theta / B \) (where \( \theta \) is the pitch angle) will be approximately conserved. For an explicit demonstration in the case of a perpendicular shock see ref. [121]. For an analysis of integrations of the equation of motion that demonstrate that this is a surprisingly good approximation on average for nearly perpendicular shocks (see refs. [122, 123, 124]). Secondly when the shock front is curved, the electric field cannot be transformed away by a single global transformation and successive crossings of the shock front can lead to further particle acceleration. This is important at planetary bow shocks and interplanetary shock waves where the gyroradii of energetic particles can be a substantial fraction of the transverse size of the shock. Finally when the shock speed approaches the speed of light, we see that the relative gain in energy is \( O(1) \) for a single shock passage and the efficiency of particle acceleration can be quite high even in the absence of scattering [125]. For further discussion of the scatter-free case see [15] and references therein.
4.3. Steady-state solution with scattering

The acceleration process automatically becomes more efficient if the particles are scattered on both sides of the shock front. This must occur on the average if the shock is propagating within a region of space where the particles are confined, as we know to be true of the galaxy. In this case a typical particle will cross the shock $O(v/u)$ times increasing its energy by a fraction $O(u/v)$ on each crossing giving an average fractional increase in the energy $O(1)$. Furthermore, this acceleration is a Fermi process (cf. section 3.3) and a power-law distribution function will automatically be generated at high energy. The slope of this distribution function is determined directly by the kinematics and not by some chance coincidence between the escape and the acceleration timescales.

Particle scattering in astrophysical shocks is probably effected by hydromagnetic disturbances that move through the fluid (cf. sections 3.4, 3.5). For the moment however we regard the scattering centers as being convected by the fluid and ignore the influence of the cosmic rays upon the flow (cf. section 6 below). If the scattering mean free path is small compared with both the longitudinal and the lateral scales of the flow then we can treat the spatial transport in the diffusion approximation. Similarly, if the particle speeds are large compared with the flow velocity then the fractional change in particle energy at the shock front is small and the momentum space distribution can be described by a distribution function as in section 3.

We use a spatial coordinate $x$ in the frame in which a plane shock front is stationary and locate the shock at $x = 0$ with the fluid moving in the direction of increasing $x$. We also introduce a spatial diffusion coefficient normal to the shock front, $D$. If diffusion is only effective parallel to a weak magnetic field that makes an angle $\eta$ with the shock normal, then the effective diffusion coefficient is reduced by a factor $\cos^2 \eta$ (unless as we discussed above $\theta \approx \pi/2 - u/v$). We assume that both the flow field and the particle distribution function are stationary. The transport equation (3.36) for high energy particles then specialises to

$$ u \frac{\partial f}{\partial x} = \frac{\partial}{\partial x} \left( D \frac{\partial f}{\partial x} \right) $$

where

$$ u = u_-, \quad x < 0 $$

$$ u = u_+, \quad x > 0 . \tag{4.7} $$

This equation is straightforwardly integrated ahead of the shock where the convection opposes the diffusion to give

$$ f(x, p) = f_-(p) + \left[ f_0(p) - f_-(p) \right] \exp \left\{ \int_0^x \frac{u_- \, dx}{D(x, p)} \right\}; \quad x < 0 $$

with $f_-(p) = f(-\infty, p)$ and $f_0(p) = f(0, p)$. It is not possible to balance diffusion against convection behind the shock if $f(\infty, p)$ is to remain finite and the only possible solution in a steady state has $f$ spatially constant,
\[ f(x, p) = f_0(p); \quad x > 0. \] (4.9)

We must now join these two solutions at the shock front. There are two junction conditions. Firstly, the flux of particles crossing the shock either way is \( O(fu) \) which is \( O(v/u) \) times the net flux of particles in a steady state. So to \( O(u/v) \), which is the order to which we have derived that transport equation, \( f \) must be isotropic and continuous [126]. Secondly, the flux of particles across the shock front at a given momentum must also be continuous. Using eq. (3.40) in the frame of the shock, we obtain

\[ \left[-D \frac{\partial f}{\partial x} - \frac{u}{3} p \frac{\partial f}{\partial p}\right]_{0+} = 0. \] (4.10)

Equivalently, we can derive this condition by noting that the transport equation (3.36) can be rewritten in the form

\[ \frac{\partial}{\partial x} \left\{ -D \frac{\partial f}{\partial x} - \frac{u}{3} p \frac{\partial f}{\partial p} \right\} = -u \frac{\partial}{\partial x} \frac{\partial fp^3}{\partial p}. \] (4.11)

The right hand side of this equation is finite, through the continuity of \( f \) and so the quantity in braces, which is the flux at a given momentum must be continuous at the shock front. (The junction condition (4.10) is actually only correct if the shock is one dimensional. If, for some reason, there is a gradient along the shock front (y-direction), then an additional gradient drift-term, \( -(pcvB_z/3eB^2)(\partial f/\partial y) \) must be included [127]. This will be relevant when the diffusion length \( \sim D/u \) becomes comparable with the size of the shock.)

We can now join the two solutions (4.8) and (4.9) at the shock using relation (4.10) to obtain a differential equation for the transmitted distribution function \( f_+ (p) \),

\[ \frac{df_+}{d\ln p} = \frac{3r}{r-1} \left( f_- - f_+ \right) \] (4.12)

of which the solution is

\[ f_+(p) = q p^{-q} \int_0^p dp' f_-(p') p'^{(q-1)} \] (4.13)

where

\[ q = 3r/(r-1). \] (4.14)

We have demonstrated that particles of incident energy \( p' \) are Fermi-accelerated by the converging flow at the shock front to transmit a power law distribution function in relativistic momentum of logarithmic slope \( q \) \[15, 128, 129, 130, 131, 132\]. This result is independent of the functional form of \( D(x, p) \) (save that it be positive). The power law is dictated by the kinematic structure of the shock front.

Now we emphasize that this result only holds as long as the test particle approximation is valid. As we argue in section 6 below, the acceleration of the majority of the cosmic rays must be calculated in a shock structure that depends non-linearly upon the cosmic rays themselves. The transmitted spectrum is
then dependent upon the shock parameters in a somewhat more elaborate fashion. However, the test particle approximation may well be appropriate at moderate to high particle energy and, as the test particle calculation provides a paradigm for the more general problem, we now present some alternative derivations that clarify its physical content.

Firstly, following Bell, consider the interaction of test particles with a shock front from the kinetic theory viewpoint [16, 130, 131, 137]. There is a steady flux of particles incident upon the shock from the upstream side. For particles of speed $v$ the ratio of the net transmitted flux to this incident flux is given by

$$P = \frac{n_0 u_+}{n_0 \frac{1}{2} \int_0^1 d\mu \mu u} = \frac{4u}{rv}$$

(4.15)

where $n_0$ is the total particle density at the shock front and $\mu$ now measures the angle between the velocity and the shock normal at the shock front. $P$ can be regarded as the probability that a particle having once crossed the shock will not return. Now, when a particle crosses the shock, there will be a change of momentum associated with the change from the frame of the upstream scatterers to that of the downstream scatterers

$$\Delta p = \frac{p\mu(u_+ - u_+)}{v} = \frac{p\mu u}{v} - (1 - r^{-1}).$$

(4.16)

The flux-averaged gain in momentum per crossing, can be computed from

$$\langle \Delta \ln p \rangle = \frac{u_-(1 - r^{-1}) \int_0^1 d\mu \mu^2}{v \int_0^1 d\mu \mu} = \frac{2u_-(1 - r^{-1})}{3v}.$$

(4.17)

The total increase in $\ln p$ is related to the number of times the shock has been crossed. After $n$ crossings the mean increase will be $n \langle \Delta \ln p \rangle$ and the dispersion about this value smaller by a factor $O(n^{-1/2})$. So if there are $N$ particles remaining out of some original sample of particles of mass $m$ injected at the shock front with a given momentum $p_0 \gg mu_-$ then we have that

$$\frac{1}{N} \frac{dN}{d \ln p} \propto P$$

(4.18)

$$\frac{1}{N} \frac{dN}{d \ln p} \propto P$$

where the factor 2 takes into account the fact that particles gain momentum from both forward and reverse shock crossings. Substituting for $P$ and $\langle \Delta \ln p \rangle$ and integrating we compute the transmitted distribution function

$$f_+(p) \propto \frac{1}{p^2} \frac{dN}{dp} \propto p^{-3r/(r-1)}$$

(4.19)

in agreement with eq. (4.14).

A second derivation of the formula for the critical slope (eq. (4.14)) generalises an argument given by Michel [137]. All particles incident upon the shock must gain energy by varying amounts that depend upon the number of times they have crossed the shock front. The distribution function of the transmitted particles when the incident particles are more energetic must be a featureless power-law in momentum because (as long as $v \gg u$) there is no momentum scale in the problem except for the
momentum of the incident particle. (It might be thought that $mc$ provides a scale and that the argument is only valid at subrelativistic particle energies. However, as is clear from the following argument, if we describe the particle by its relativistic momentum, the rest mass does not enter directly into the consideration and the power-law distribution function extends up to relativistic momenta. Of course, when we consider a realistic shock model and include the back reaction of the accelerated particles on the background fluid, the particle rest mass does become a crucial scale in the problem, cf. section 6.) Now consider a volume $V$ of fluid containing many particles with momentum $p_0$ incident upon the shock. Let those particles that have crossed the shock $m$ times increase their momenta from $p_0$ to $p(m)$ again ignoring the fluctuations about the mean momentum gain in eq. (4.18). If they constitute a small fraction $e_m$ of all the incident particles they can be regarded as filling a volume $e_m V$ ahead of the shock. Now, instead of letting these particles cross the shock, we could just as well have accelerated them from momentum $p_0$ to momentum $p$ by compressing them adiabatically, as the shock is, by assumption, moving slowly compared with the particle speeds. They would then occupy a volume $(p_0/p)^3 e_m V$ behind the shock. If we require that the total downstream volume occupied by all the particles be $V/r$ where $r$ is the compression ratio, we can take the continuum limit

$$
e ightarrow 4\pi p^2 dp \int_{p_0}^{\infty} 4\pi p^2 dp \ f_+(p)$$

(4.20)

to obtain the equation

$$\frac{\int_{p_0}^{\infty} 4\pi p^2 dp V \ f_+(p) (p_0/p)^3}{\int_{p_0}^{\infty} 4\pi p^2 dp \ f_+(p)} = \frac{V}{r}$$

(4.21)

where $f_+(p)$ is the transmitted distribution function. If we substitute a power law for $f_+(p)$ (i.e., $f_+(p) \propto p^{-\alpha}; p \geq p_0$), then we recover eq. (4.14).

What is remarkable about this argument is that it tells us that we could obtain the same distribution function as that transmitted by a shock, on the average, using reversible compressions. We could imagine a machine which compresses the incoming cosmic ray fluid in a periodic manner (by a factor $(t/P)^{1-t}$, where $P$ is the period and $t$ is the time, for $0 \leq t < P$ and then repeating for successive periods). Provided that the period is sufficiently long that the accelerated particles cannot mix within an individual cycle, running the machine backwards will recover the original monoenergetic distribution at the cost of no net work. However the distribution function transmitted by a shock is not just a power law in momentum when averaged over a long time, but is a steady power law. In order to simulate this with our machine, we would have to reduce the period $P$ so that the particles could mix effectively downstream. It is at this point that the entropy is introduced into the flow. The mixing is an irreversible process and corresponds to changing from the fine-grained to the coarse-grained distribution function (cf. [138, 139]). The entropy is introduced when the particles in the different partial volumes are mixed. (For related arguments to this, see [138, 139, 140].)

A third alternative derivation demonstrates that the acceleration mechanism does not depend upon the nature of the scattering ahead of the shock [78]. Consider a spherical stellar cloud that suddenly finds itself in a high pressure environment. A strong, spherical shock front will propagate radially inward with speed $u$ relative to the enclosed stationary medium. The gas behind the shock must be strongly scattering although the gas ahead of the shock need not scatter at all. Now consider a particle
with momentum $p$ trapped inside the contracting shock. It will bounce several times off the post-shock gas (moving with speed $u(1 - 1/r)$), each time increasing its momentum. Eventually, it will be transmitted downstream and will suffer no further acceleration. Let the volume enclosed by the shock when this happens be $V$. Now if the particle were to bounce off the shock, then the momentum with which it is transmitted would satisfy the familiar relation $p \propto V^{-(1 - 1/r)/3}$. However as it is scattered by the post-shock gas this relation must be amended to

$$p \propto V^{-(1 - 1/r)/3}.$$  

(4.22)

Now let there be $N$ particles with momentum in the interval $\Delta p$ within the contracting shock. Particles must be transmitted at just the right rate to keep the phase space density of the remaining particles constant (as the shock moves slowly compared with the particles). So,

$$N \propto p^2 \Delta p \propto p^3 V.$$  

(4.23)

The distribution function of the transmitted particles then satisfies

$$\frac{1}{p^2} \frac{dN}{dp} \propto V \propto p^{-3r/(r-1)}$$  

(4.24)

recovering our original result. This argument does not depend upon the assumption that the shock is spherical.

These alternative arguments also serve to demonstrate the generality of the acceleration mechanism for test particles. The crucial assumptions that we have used are that the fluid velocity changes relatively abruptly, that the scattering be elastic and random and that the distribution function be nearly isotropic and 3 dimensional. (In 1D and 2D, $q = r/(r - 1)$ and $2r/(r - 1)$ respectively.)

Now the total space density of particles behind the shock is increased by the compression ratio and so if we want to make a fair comparison between the pre- and post-shock distribution functions, we should expand the post-shock particle distribution function adiabatically back to the pre-shock density. The particles will lose energy and their resulting distribution function will be given by

$$f_\sigma(p) = f_\sigma(r^{1/3}p)$$  

(4.25)

$$= q\left(\frac{q}{q - 3}\right)^{-q/3} p^{-q} \int_0^{(q/(q-3))^{1/3}p} dp' f_\sigma(p') p'^{q-1}.$$  

(4.26)

(Other forms of decompression are possible [142], but provided that there is no energy dependence in the degree of cooling, the power-law spectrum should be preserved.) If eq. (4.26) applies and $r < 4$, then the mean final momentum of the particles is increased by a factor $3r^{-1/3}/(4 - r)$ which always exceeds unity for a compressive shock. If $r \geq 4$ the momentum increase is fixed by the maximum value at which the scattering is efficient.

If we consider test particle acceleration at a shock of Mach number $M$, then combining eqs. (4.3) and (4.14) we see that the slope of the transmitted distribution function is given by
R. Blandford and D. Eichler, Particle acceleration at astrophysical shocks

\[ q = \frac{3(\gamma + 1)M^2}{2(M^2 - 1)} = \frac{4M^2}{M^2 - 1} \]  

(4.27)

where the second equality holds for \( \gamma = \frac{3}{2} \), the usual assumption in astrophysical shocks.

We can also compute the pressure increase for the test particle distribution. If the incident particles have relativistic energy, then their pressure is increased by a factor \( q/(q - 4) = M^2 \) for \( \gamma = \frac{3}{2} \). For mildly relativistic particles, the pressure jump is in fact larger. This compares with the pressure increase of \( (5M^2 - 1)/4 \) for the thermal particles. This simple result already indicates that shock acceleration can be very efficient and that the test particle theory is probably inadequate.

The weak shock limit is also of interest. It is a well known result of shock theory [70] that the entropy jump at a weak shock is third order in the velocity jump, \( \Delta u \). So on decompression back to the original density the mean energy per particle in the background medium is unchanged to \( O(\Delta u^2) \). However, as long as the scattering remains elastic in the fluid frame, the mean energy of a cosmic ray increases to order \( \Delta u^2 \), in fact by fractional amounts \( 2\Delta u^2/9v_s^2 \) and \( 5\Delta u^2/9v_s^2 \), where \( v_s \) is the sound speed, for non- and ultra-relativistic particles respectively [132, 143]. This is another indication of the efficiency of the Fermi mechanism.

A rather more difficult case to analyze arises when the particle speed becomes comparable with the shock speed [144, 145]. The difficulty is that it is no longer correct to assume that the momentum distribution function is nearly isotropic in the local center of momentum frame of the fluid. It appears that if the downstream scattering is sufficiently efficient to maintain isotropy in the frame of the post-shock fluid then the acceleration becomes less efficient. This in turn implies that relativistic shocks will not be able to transmit a power law distribution function at high particle energy.

4.4. Time dependence

So far, we have restricted our attention to steady solutions. Astrophysical strong shocks can form suddenly (e.g. after a solar flare or when field lines suddenly become connected to a planetary bow shock) and so it is also important to consider time-dependent solutions to the transport equation. These can sometimes be derived using a Laplace transform in time. A variety of exact solutions have been given, e.g., [146] making simplifying though not entirely realistic assumptions concerning the diffusion coefficient and the injection. They confirm the scaling apparent from the equation that if (as expected) the mean free path ahead of the shock increases with energy and exceeds that behind the shock, the time to accelerate a particle up to momentum \( p \) is given approximately by \( D(p)/u^2 \). In fact as the diffusion coefficient will generally decrease away from the shock front the acceleration time will be somewhat longer than estimated using the diffusion coefficient at the shock front [15, 147, 148, 149, 150]. These calculations confirm that there is a genuine difficulty in accelerating cosmic rays as far as the “break” in the galactic spectrum at \( \sim 10^{15} \text{ eV} \) using supernova remnants. (This difficulty is alleviated though not entirely removed if these cosmic rays comprise iron nuclei.)

A different time-dependent problem of relevance to the acceleration of galactic cosmic rays is to determine the integrated cosmic ray spectrum accelerated by an expanding supernova blast wave of declining strength. Taking into account the finite acceleration time and the expansion losses, Bogdan and Völk [151, 152] find that the average spectrum is a slowly varying power law with slope \( 4.1 \leq q \leq 4.3 \) as expected. (In order to solve this problem self-consistently, it is necessary to include the influence of the cosmic rays themselves on the dynamics of the remnant [132, 153].)

For shocks in the solar wind, the acceleration is also expected to be limited by the age of the shock
This is consistent with the observations that the intensities typically increase with distance from the sun and that, at least in the inner heliosphere, quasi-perpendicular shocks provide harder spectra than quasi-parallel ones. The latter trend can be understood inasmuch as the particles have much smaller diffusive mobility away from quasi-perpendicular shocks; hence their acceleration time is shorter than is the case for quasi-parallel shocks.

4.5. Escape

Another simplifying assumption that we have made is that the shock is a planar discontinuity in a uniform infinite flow. As we mentioned in section 2.1, this is a poor approximation at planetary bow shocks and at sufficiently large cosmic ray energies in the interstellar medium. We must therefore modify our transport equation to take account of non-diffusive escape away from the shock front. Specifically, particles will escape without further acceleration when the diffusion scale length \( \sim D/u \) at a given energy ahead of the shock becomes comparable with the radius of curvature of the shock front.

In one simple model \([155]\) (cf. also \([156]\) for related ideas) of escape applicable to quasi-parallel shocks, it is assumed that non-relativistic particles random walk one gyroradius across field lines every collision mean free path. This implies that their field-parallel and field-perpendicular diffusion coefficients satisfy an approximate relation

\[
D_\perp D_\parallel = v^4/18\Omega^2 = \frac{2}{9}(Ec/ZeB)^2
\]

independent of the value of the mean free path (cf. section 3.4). Here, \( E \) is the particle energy, and \( Ze \) is the charge.

Now consider shock acceleration subject to the boundary condition at a square-shaped shock of side \( 2L \). Let us assume that the particles escape freely when \( |z| > L \) or \( |y| > L \). In this simple geometry, there is a \( \cos(\pi z/2L)\cos(\pi y/2L) \) dependence in the solutions to \( f \) upstream and downstream of the shock. In the limit of high energy, where diffusion dominates convection, the differential equation for \( f \) is simply

\[
-2D_\perp \left( \frac{\pi}{2L} \right)^2 f + D_\parallel \frac{\partial^2}{\partial x^2} f = 0,
\]

whence

\[
f \propto e^{kx};
\]

with

\[
k_\parallel = \pm(2D_\perp/D_\parallel)^{1/2}(\pi/2L)
\]

where the sign of \( k \) is chosen on either side of the shock to keep \( f \) finite as \( x \to \pm \infty \).

The jump condition at the shock (eq. (4.10))

\[
\frac{1}{2}(u_+ - u_-) p \frac{\partial f}{\partial p} = D_\parallel [\frac{\partial f}{\partial x}|_{x=+\epsilon} - \frac{\partial f}{\partial x}|_{x=-\epsilon}]
\]
then implies that at the shock,

$$\partial \ln f / \partial \ln p = -3\pi (2D\parallel D\perp)^{1/2}/L(u_- - u_+) \, . \quad (4.32)$$

Using relation (4.28), we see that the spectrum is an exponential in energy per charge $f \propto \exp[-(E/Z)/(E/Z)_0]$ where the $e$-folding energy per charge is given by

$$\langle E/Z \rangle_0 = eBL(u_- - u_+)/\pi c \, . \quad (4.33)$$

A more detailed analysis [155, 157] indicates that this form of the spectrum is valid even when convective transport is of comparable importance to diffusion. Reasonable parameters for $L$ and $B$ at the earth's bow shock give a value for $\langle E/Z \rangle_0$ of $\sim 20 \text{ kV}$, in good agreement with observations of radial events (cf. section 2.1).

The geometry of particle escape at the bow shock is surely more complicated because of the free streaming boundary sufficiently far upstream of the shock. This boundary is probably shaped like a nose-cone that protrudes ahead of the shock and connects to its flanks. The point is that its scale is set by the bow shock, and perpendicular diffusion limits the maximum energy of accelerated protons to a few times $\langle E/Z \rangle_0$.

For the earth's bow shock $\langle E/Z \rangle_0$ is roughly $20 \text{ kV}$; for a supernova remnant $\langle E/Z \rangle_0 \sim 10^5 \text{ GV}$; for a strong extragalactic radio source $\langle E/Z \rangle_0 \sim 10^{11} \text{ GV}$. In fact these are upper bounds. When the field is not parallel to the shock normal, particles are convected laterally away from the shock (in the shock frame) with the field lines. Field line meandering may enhance this effect (cf. section 2.4). In fact when a particle is able to escape transversely in an acceleration time, its diffusion length ahead of the shock will be larger than the lateral diffusion length by a factor of order the ratio of the mean free path to the gyroradius. The magnetic field geometry may then make it even less likely for the particle to return to the shock front. The general argument can be used to explain why protons are not accelerated to relativistic energies at planetary bow shocks and why the highest energy cosmic rays cannot have been accelerated by supernova remnants.

An analytical solution incorporating momentum-dependent diffusion and escape that illustrates some of these ideas has been given in [158].

### 4.6. Adiabatic losses

When the shock propagates within a diverging flow, sufficiently energetic particles can be adiabatically decelerated concomitantly with the shock acceleration. Such is the case in corotating interaction regions in the solar wind. At finite distances from the shock, assuming spherical symmetry or 1D diffusion along a flux tube, the transport equation takes the form

$$-u \frac{\partial f}{\partial R} + \frac{1}{3R^2} \frac{\partial}{\partial R} (R^2 u) p \frac{\partial f}{\partial p} + \frac{1}{R^2} \frac{\partial}{\partial R} \left( R^2 D \frac{\partial f}{\partial R} \right) = 0 \, . \quad (4.34)$$

For simplicity, assume that convection can be ignored (i.e., $|u \partial f/\partial R| \ll |(1/R^2)(R^2D \partial f/\partial R)|$), the particles are non-relativistic, $u$ is constant upstream of the shock, and $D = KvR$. The jump condition at the shock is
Equations (4.34) and (4.35) have a separable solution which remains finite at \( R = 0 \). The asymptotic form upstream of the shock in the limit of large \( p \) is

\[
f \propto R^{2/(r^2-1)} \exp \left\{ -\frac{6Kr}{u(r-1)^2} \right\}
\]

upstream of the shock. This, and more complex solutions, were given by Fisk and Lee [159]. The results, principally the exponential spectrum in velocity, are in good agreement with observations of energetic particles at corotating shocks in the solar wind (cf. section 2.2), given appropriate values for \( D, u \) and \( r \). Similar solutions have been derived for models of stellar wind terminal shocks [16, 63].

In convergent flows, e.g., accretion onto a neutron star, there is adiabatic energy gain. Solutions to the analogous equation to (4.34) have been given [161].

4.7. Other losses

Escape is the simplest loss mechanism and it can be incorporated into the test particle theory by adding an energy-dependent term \(-f/\tau_e(p)\) to the right hand side of the transport equation (3.10). Simple analytical models confirm the assertions of the previous subsection. However, escape is not the only loss process to which cosmic rays are susceptible. Non-relativistic particles are subject to ionization loss and relativistic electrons are subject to radiative loss through the bremsstrahlung and synchrotron processes and inverse Compton scattering. Catastrophic losses, e.g. nuclear collisions are incorporated in the same way as escape. Gradual loss processes are handled by adding a resistive Fokker–Planck term (cf. section 3.3). Again several analytic solutions have been given, usually requiring that the spatial diffusion coefficient be energy-independent. They confirm that acceleration is effective as long as the energy loss time exceeds the acceleration timescale at that energy \( \sim D(E)/u^2 \) [15].

Synchrotron loss is important in limiting the energies of shock-accelerated relativistic electrons in extragalactic radio sources. If we assume a steady state and a strong shock with compression ratio \( r = 4 \), then the transport equation ahead of the shock becomes

\[
u \frac{\partial f}{\partial x} - \frac{\partial}{\partial x} \left( D \frac{\partial f}{\partial x} \right) = \frac{1}{p^2} \frac{\partial}{\partial p} \left( \frac{p^4}{\tau_m c} f \right)
\]

where \( \tau_a = 6\pi m_e c / B^2 \sigma_T \) is the synchrotron cooling time for a mildly relativistic electron. Shock acceleration can account for the X-ray emission that has been seen from a few extragalactic jets. Substituting \( B \sim 10^{-5} \text{ G}, \ u \sim 0.1c, \ D \sim 10 r_e c \) (cf. section 6), we find that it should be possible to accelerate electrons up to energies \( \sim 3 \times 10^5 \text{ GeV} \) so that they can emit hard X-ray synchrotron radiation. Another example of acceleration proceeding in the presence of a competitive loss process arises when an interstellar shock propagates through a neutral hydrogen cloud and ionization loss has to be included.

4.8. Grains and photons

Fermi acceleration at shock fronts may not be confined to electrons and ions. In fact it has been suggested that interstellar grains may also be accelerated efficiently and that this may provide an
efficient mechanism for injecting cosmic rays [75]. A small interstellar grain has a mass of $\sim 10^{-14}$ g a speed of $\sim 10$ km s$^{-1}$ and carries $\sim 20$ extra electrons. It therefore has the rigidity of a $10^5$ GeV cosmic ray and can be scattered by resonant Alfvén waves in just the same way as an individual charged particle as long as it is traveling faster than the magnetosonic speed. As grains are accelerated, they will probably be broken up by their high speed motion through the ambient gas and as their charges are relatively insensitive to their sizes their rigidities will decrease making acceleration even more efficient. This provides a possible scheme for accounting for the observed over-abundance of galactic cosmic rays in the refractory elements. Unfortunately this mechanism is irrelevant to solar cosmic rays which exhibit the same pattern of abundances.

It is also possible to accelerate photons at a shock front. In this case, the scattering mechanism is Thomson scattering [161, 162, 163]. Photons can be accelerated more efficiently by the converging bulk flow on either side of a radiation-dominated shock than by the random motions of the thermal electrons when the shock speed significantly exceeds the electron thermal velocity. It is then possible to transmit steep power law radiation spectra though as the shocks themselves are necessary optically thick, these spectra do not necessarily correspond directly to what would be observed. Such shocks could conceivably be of importance in the early universe just prior to recombination and also in active galactic nuclei.

5. Wave spectrum

In this section, we consider the generation and interaction of the waves believed to be responsible for the scattering of the cosmic rays. As we will show in the following section, the efficiency of cosmic ray production depends upon the spatial diffusion coefficient, which in turn depends upon the scattering rate. The scattering rate is also important at high energy as it determines the maximum energy to which a particle can be accelerated (cf. section 4.6). There have been two approaches to determining the scattering rate. In the first section, we consider scattering in the weak turbulence limit, i.e., when the amplitudes of the scattering Alfvén waves are small and the quasi-linear coefficient of section 3.4 can be used. Strong turbulence is discussed in the following section.

5.1. Quasi-linear calculations

If we use eq. (3.11), and substitute into eq. (3.32) for the diffusion coefficient we obtain

$$D_\parallel = \frac{4v^2}{3\pi I(p) \Omega}$$

where

$$I(p) = [8\pi ke_k/B^2]_{k=\varepsilon B/p_e}$$

is the dimensionless intensity of the resonant waves. The Alfvén waves may have a “standard” turbulence spectrum, unaffected by the presence of the cosmic rays. Two commonly proposed forms are the “Kolmogorov” ($\varepsilon_k \propto k^{-5/3}$) and the “Kraichnan” ($\varepsilon_k \propto k^{-3/2}$) spectra, which have been argued to exist in the ambient interstellar and interplanetary media [11]. We see that $D_\parallel$ increases with increasing particle momentum as $D_\parallel \propto vp^{1/3}$ and $D_\parallel \propto vp^{1/2}$ respectively.
However, shock acceleration can still operate even in the absence of externally produced Alfvén waves as these waves may be excited by the cosmic rays themselves [11, 105, 164]. In fact, when the streaming speed of the cosmic rays through the ambient medium exceeds the Alfvén speed, there is a quasi-linear instability in which the amplitude of resonant Alfvén waves grows exponentially with time. This condition is automatically satisfied in the shock acceleration mechanism. The waves are emitted by the gyrating particles as coherent cyclotron radiation in a medium with a high dielectric constant. We now compute the growth rate.

Consider a right-handed circularly polarized Alfvén wave propagating parallel to a uniform field $B_0 \hat{x}$ with $B_1 = B_1 (\hat{x} + i\hat{y}) \exp\{i(kz - \omega t)\}$. It is simplest to compute the current due to the resonant particles in the wave (primed) frame in which $\omega' = \text{Re} \omega' = 0$. In this frame, the magnetic field is stationary and the electric field vanishes, except for a small perturbation associated with the wave growth, which will be assumed to be slow compared to other time scales in the problem. The linearized Vlasov equation (3.1) for the perturbation $f'_1$ to the particle distribution function $f_0$ is

$$\frac{\partial f'_1}{\partial t} + \mathbf{v}' \cdot \frac{\partial f'_1}{\partial \mathbf{x}} + Ze (\mathbf{v}' \times B_0) \frac{\partial f'_1}{\partial p'} = -Ze (\mathbf{v}' \times B_1') \frac{\partial f'_0}{\partial p'}.$$  (5.2)

(Note that we are expanding the distribution function in powers of the perturbing wave amplitude not in powers of $(u/u)$ as in section 3. $f_0$ is independent of the gyration phase $\phi$ of the velocity vectors measured from the $\hat{x}$ direction and so the only contribution to the right hand side is $-\Omega (1 - \mu'^2)^{1/2} (\partial f'_0/\partial \mu')(\text{i} e^{i\phi}) (B'_1/B_0)$. As there is no electric field in the wave frame (to the order of our approximation), there is no change in the particle energies in this frame; the particles are simply scattered in pitch angle. We solve (5.2) for $f'_1 = B'_1 = 0$ at $t = -\infty$. Equivalently, we assume that the frequency $\omega'$ has a small positive imaginary part $\text{i} \omega'$, and obtain

$$f'_1 = -\frac{\Omega(1 - \mu'^2)^{1/2}}{\mu'kv' - \Omega - i\omega'} \frac{\partial f'_0}{\partial \mu'} e^{i\phi} \frac{B'_1}{B_0}. \quad (5.3)$$

The growth factor $\exp(\omega_i t)$ has been absorbed in $B_1$. We next compute the current due to $f'_1$ perpendicular to both $B_0$ and $B_1$. We call this $j'_\perp$,

$$j'_\perp = -Ze \int d^3p' f'_1 \mathbf{v}' (1 - \mu'^2)^{1/2} \sin \phi \quad (5.4)$$

$$= -\pi iZe \int d\mu' (1 - \mu'^2) d\mathbf{p}' p'^2 \mathbf{v}' \frac{\partial f'_0}{\partial \mu'} \Omega \frac{B'_1}{B_0}. \quad (5.5)$$

When the growth rate is small, we can invoke the Plemelj formula [96] to isolate the resonant contribution to the current in phase with the wave magnetic field,

$$j_{\text{res}} = -\pi^2 Ze \int d\mu' (1 - \mu'^2) d\mathbf{p}' p'^2 \mathbf{v}' \frac{\partial f'_0}{\partial \mu'} \Omega \delta (\mu'kv' - \Omega) \frac{B'_1}{B_0}. \quad (5.6)$$

Although there is no energy transfer between the waves and the particles in the wave frame, there is a momentum transfer or equivalently a force density, $j_{\text{res}} B'_1/c$. Next transform to the fluid frame in which the wave frequency has a real part $\omega_R = kv_{\text{ph}}$, and $B'_1 = B'_1$ to the order to which we are working. ($v_{\text{ph}}$, the wave phase velocity, is generally, though not necessarily, equal to the Alfvén speed $v_A$.). In this frame the force is unchanged but the particles do work on the waves at a rate per unit volume
The total wave energy density (magnetic plus kinetic) is $B_0^2/4\pi$. From this we identify the wave growth rate $\sigma = \omega_1$ as

$$\sigma = \frac{1}{2} \left( \frac{v_{ph j res} B_1}{c} \right) \left( \frac{B_0^2}{4\pi} \right)$$

$$= 2\pi^3 \frac{Z e v_{ph}}{B_0 c} \int d\mu' \left( 1 - \mu'^2 \right) d\nu' p'^2 \frac{v^2}{p(\mu, \nu)} \frac{\partial f_0}{\partial \mu} \Omega \delta (\mu' k v' - \Omega).$$

(5.7)

(5.8)

The factor $1/2$ in eq. (5.7) is included because we are calculating the amplitude growth rate. The integral in eq. (5.8) must be carried out in the wave frame. The growth rate is positive if, in the wave frame, the particles stream in the opposite direction to the motion of the background fluid. Equivalently, the waves grow if, in the fluid frame, the mean streaming velocity of the particles exceeds the wave velocity. In this case the growth rate is approximately

$$\sigma = \Omega [v_{drift} / v_{ph} - 1] n_{cr} / n_i$$

(5.9)

where $n_{cr} (\approx 4\pi f p^3)$ is an estimate of the total number of resonant cosmic rays and $n_i$ is the background ion density.

If we now ignore the distinction between the wave frame and the fluid frame ($v_{drift} \gg v_A$), we can use eq. (3.34) to express the growth rate in terms of the spatial gradient (now measured for convenience in the fluid frame)

$$\sigma = +2\pi^3 \frac{Z e v_{ph}}{B_0 c} \int d\mu \left( 1 - \mu^2 \right) dp \frac{p^2}{\nu(\mu, \nu)} \frac{v^2}{p(\mu, \nu)} \Omega \frac{\partial f}{\partial z} \delta (\mu k v - \Omega)$$

(5.10)

$$= +2\pi^{5/2} z e \left[ p^3 D || \frac{\partial f}{\partial z} \right]_{p = e B / k c},$$

(5.11)

where we have used eq. (3.37) to approximate the integral.

Next, we apply this result to obtain the self-consistent intensity of Alfvén waves in the test particle approximation [130, 131]. For the remainder of this section (only), the shock normal is taken to be the $\hat{z}$ direction. The wave spectral intensity will be stationary and obey the equation

$$u_- dI/dz = 2\sigma I,$$

(5.12)

where $I \to 0$ as $z \to -\infty$.

If we now substitute the diffusion coefficient of eq. (5.1) in expression (5.11) for $\sigma$ we find that we can solve directly for the diffusion coefficient

$$D(z, p) = \frac{\rho^{1/2} c}{4\pi^{5/2} Ze p^3 (f - f_-)}.$$  

(5.13)

We then solve for the distribution function in the precursor using eq. (4.7)

$$f = \frac{f_0 z_0 - f_- z}{z_0 - z}; \quad z \leq 0$$
where

\[ z_0 = \frac{\rho^{1/2}c}{4\pi^{5/2}Z_{ep}^3u_-(f_0 - f_-)} \quad (5.14) \]

is a scale length determined by the transmitted distribution function. The corresponding dimensionless wave intensity is

\[ I = \frac{4}{3\pi} \frac{u^2}{\Omega u_-(z_0 - z)} ; \quad z \leq 0 . \quad (5.15) \]

We see that as long as the distribution function is steeper than \( f \propto p^{-3} \) (as will surely be the case at high enough energy), then the diffusion coefficient, \( D = u_-(z_0 - z) \), will increase with momentum for \( |z| \leq z_0(p) \), but will then increase \( \propto |z| \) for all momenta for which \( |z| \geq z_0(p) \). (In practice, the diffusion coefficient will be bounded above because of the presence of pre-existing Alfvén waves ahead of this shock.)

We have ignored damping processes in this analysis. Four important damping mechanisms have been considered.

a) If there is a significant fraction of neutral atoms and ion-neutral damping in the upstream plasma, then there will be a (negative) contribution to the total growth rate \( \sigma \) equal to the ion–neutral collision frequency [130].

b) The Alfvén wave can decay into a sound wave and another Alfvén wave [165]. Three-wave decay is forbidden unless the phase velocity of the Alfvén waves, \( v_{ph} \), exceeds the sound velocity, \( v_s \) (i.e., \( \beta < 1 \)). However, under conditions of rapid growth the resonances will be broadened and this selection rule can be relaxed. Moreover, if the Alfvén waves are driven to large amplitude, higher order decay processes and non-random phase correlation may be important [166]. The turbulence at the Earth's foreshock is observed to be highly compressive [167]; this may be a result of non-linear Alfvén wave decay. The generation of acoustic waves, which are Landau damped against electrons when \( T_e / T_i \approx 1 \), is a conceivable mechanism for electron heating in astrophysical shocks.

c) In general, linear transit-time damping by thermal ions will be very important for waves propagating at a finite angle \( \theta \) to the magnetic field direction in a high \( \beta \) plasma [168, 169]. (Transit-time damping is Landau damping (i.e., \( \omega = k \cdot v \)) by the wave magnetic field acting on the magnetic moments of the resonant electrons.) A useful approximate formula for the slowest wave damping rate in a high \( \beta \) plasma is

\[ \frac{\sigma_{TT}}{\Omega_i} = \frac{-\pi^{1/2}k\beta^2}{2[1 + k^2\beta^4/8][1 + 4\pi^4\theta^4/k^2]} \quad (5.16) \]

where \( \kappa = kv\beta^{1/2}/\Omega_i \) [170]. Damping by electrons should be important at even smaller propagation angles. The existence of transit time damping provides a justification for the common approximation of only considering waves with \( k \parallel B_0 \), which do not possess a Landau damping \( (n = 0) \) resonance.

d) The fourth damping process (which we consider in section 5.2) is non-linear Landau damping. Cosmic rays must also be scattered efficiently behind the shock front if the acceleration mechanism is to operate. If we assume that the wave modes have been generated ahead of the shock and convected by the background fluid across the shock, then they may be efficiently damped in the high \( \beta \) post-shock
fluid. This is because a backward propagating Alfvén wave ahead of the shock (with $k \parallel B$) will be transmitted in the form of up to seven oblique modes and all of these will be efficiently damped (unless $u \parallel B$) [170]. The use of non-linear transit time damping rates softens this conclusion and allows relativistic particle acceleration to proceed in the presence of downstream wave turbulence of low enough amplitude to justify the application of quasi-linear theory. However, the overall conclusion is that if non-relativistic particle acceleration is to occur at a shock front, then either the post-shock wave turbulence must be highly non-linear, or hydromagnetic waves must be freshly generated behind the shock (cf. section 5.2 below).

We have assumed up to now that the Alfvén Mach number $M_A$ is very large and have mostly ignored the velocity difference between the wave frame and the fluid frame. However, the upstream waves are excited by the cosmic ray density gradient and propagate away from the shock along the field with speed $\Delta u_\perp = -v_{A\perp} (\hat{z} \cdot \hat{B}) \hat{z}$ independent of $k$ relative to the fluid. The transmitted distribution function has a slope $q$ which is determined by the velocity of the wave frame rather than the fluid frame. If the downstream waves are isotropized then the slope will be increased to [130]

$$q = \frac{3(u_\perp + \Delta u_\perp)}{u_\perp + \Delta u_\perp - u_\perp} = \left( \frac{3r}{r-1} \right) \left\{ 1 + \frac{v_{A\perp} \cos \theta_\perp}{(r-1) u_\perp} \right\}$$

(5.17)

where we have expanded to $O(M_A^{-1})$. Note that if we wish to use eq. (5.17) to $O(M_A^{-2})$ we must include magnetic corrections to the Rankine–Hugoniot relations [209] when deriving the compression ratio $r$. It is probably more realistic to assume that the backward propagating waves ahead of the shock are transmitted into backward and forward propagating Alfvén waves behind the shock [172]. The effective scattering velocity behind the shock is the intensity-weighted mean of the backward and forward wave frames (cf. eq. (3.37)), and can be simply computed when the magnetic field is parallel to the shock normal. The result is, somewhat surprisingly, that the spectrum will flatten, i.e.,

$$q = \left( \frac{3r}{r-1} \right) \left\{ 1 - \frac{v_{A\perp}}{(r+1) u_\perp} \right\}$$

(5.18)

(ref. [170]). When $\theta_B \not= 0$, the downstream waves will comprise a mixture of magnetosonic and oblique Alfvén waves.

Yet another complication arises because a large cosmic ray density can increase the wave phase velocity. When $\sigma$ is comparable to $\omega_R$, it becomes significant in the real part of eq. (5.5) [173, 174, 175]. When the influence of the cosmic rays can be treated in the linear approximation, $|v_{ph} - v_A| \ll |v_A|$, the cosmic rays affect the quasi-linear phase velocities of the oppositely polarized modes by equal and opposite amounts and this correction can be ignored. However when the cosmic ray energy density is large enough to cause the phase velocity to depart significantly from the Alfvén speed the effect can be large and the acceleration will presumably be inhibited.

There is an additional subtlety in the interaction between cosmic rays and Alfvén waves. When a cosmic ray in the fluid frame is scattered by creating Alfvén waves, it loses momentum parallel to the field $\Delta p_\parallel$ and energy $\Delta p_\parallel v_{ph}$. (See the discussion following eq. (5.8).) Therefore it loses energy to momentum in the ratio $v_{ph}$. However, if we allow an Alfvén wave, viewed in the frame of the fluid to damp (e.g. by ion-neutral damping) then we find that the ratio of the energy lost by the wave to the momentum imparted to the background fluid during the damping is $2v_{ph}$, twice the ratio required to create the wave.
An easy way to see this is to consider a spatially damped transverse Alfvén wave with magnetic field 
\( B = B_0 \cos(kz - \omega t) e^{-\alpha^2 z}, \ z \geq 0. \) The total force exerted on unit area by the damping wave for \( z \geq 0 \) is then \( \int dz \left\langle (\nabla \times B) \times B \right\rangle / 4\pi, \) where \( \left\langle \right\rangle \) denotes a local time average. This is given by \( B^2 / 16\pi. \) The average Poynting flux at \( z = 0, B^2 v_{ph} / 8\pi, \) is then equal to a factor \( 2v_{ph} \) times the force per unit area proving the result. (Yet another way to consider the momentum flux carried by Alfvén waves is to regard the waves as comprising a fluid. The pressure in the wave fluid in the \( z \) direction, \( P_w = \left\langle \delta B^2 / 8\pi \right\rangle, \) is half the sum of the magnetic energy density and the kinetic energy density \( W_w = \left\langle \delta B^2 / 8\pi \right\rangle + \frac{1}{2} \langle \rho \delta v^2 \rangle, \) i.e., the total wave energy density [176, 177].)

We therefore conclude that half of the momentum lost by a cosmic ray when it creates an Alfvén wave is deposited in the background medium and a direct computation of the ponderomotive force confirms that this is the case [178]. So when streaming cosmic rays generate Alfvén waves, they must also exert a direct force on the background fluid.

We can use these ideas to write down the equations that describe energy conservation ahead of the shock. In the frame of the shock in which the fluid moves with speed \( u, \) the total wave energy flux towards the shock can be expressed as the sum of an electromagnetic Poynting flux, \( W_w(u - v_{ph}) \) plus an extra contribution given by the kinetic energy flux of the background fluid, \( \frac{1}{2} \langle \rho \delta v^2 \rangle u = \left\langle \delta B^2 / 8\pi \right\rangle u = P_w u. \) Hence

\[
F_w = u (W_w + P_w) - v_{ph} W_w
\]  
(5.19)

(refs. [179, 180]).

The cosmic ray energy flux (eq. (3.42)) must also be modified to take account of the motion of the scattering centers. The cosmic rays can be treated as a fluid moving with speed \( (u - v_{ph}) \) and so

\[
F_c = (u - v_{ph})(W_c + P_c) + Q_c
\]  
(5.20)

where \( Q_c \) is the heat flux (eq. (3.45)). Work can be done on the cosmic ray fluid. Evaluating this in the frame of the shock where the flow is, by assumption, stationary, we obtain

\[
dF_c/dz = (u - v_{ph}) dP_c/dz
\]  
(5.21)

(e.g., [70]). Again working in the shock frame, the wave pressure gradient will do work at a rate \(-u dP_w/dz\) on the background fluid. Now the cosmic rays can also do work on the waves. However, the waves grow purely temporally in the frame of the background fluid. So working in this frame we can write the growth rate of wave energy density as

\[
\int dk 2\alpha \xi_k = v_{ph} dP_c/dz.
\]  
(5.22)

(Equation (5.22) may be verified directly by substituting eq. (3.17) for the pitch angle scattering rate into eq. (5.10) for the wave growth rate and integrating over \( k. \))

Finally there may be extra wave damping (e.g., due to ion neutral friction) at a rate \( L. \) Combining these terms we obtain an equation generalizing equation (5.12) for the energy flux of the waves [177]

\[
dF_w/dz = u dP_w/dz + v_{ph} dP_c/dz - L.
\]  
(5.23)
Equations (5.19)–(5.23) must be solved if we want to describe the combined thermal particle, cosmic ray and Alfvén wave structure of a shock wave.

Integrating eq. (5.23) from \(z = -\infty\) to the shock front and ignoring wave damping and any changes in \(u, u_{\text{ph}}\) we find that the fractional wave amplitude \((\delta B/B_0)\) will grow to \((P_c/pv_A - u_-)^{1/2}\) at the shock front. Under these conditions, the waves become non-linear before the cosmic rays are able to decelerate the background fluid appreciably. In fact, if a fraction \(M_A^{-1}\) of the momentum flux or more is converted into cosmic rays, where \(M_A\) is the Alfvén–Mach number of the shock, then the waves must be efficiently damped, if we wish to use quasi-linear theory [10, 180, 181].

In fact, eq. (5.22), which involves integrals over \(p\), is approximately correct for cosmic rays of momentum \(\sim p\) (for each \(p\)) and their resonant waves, as may be verified using eq. (5.19). We can therefore use it to determine which waves in the spectrum go non-linear. To give an example let us consider the galactic cosmic ray spectrum. We have argued on observational grounds in section 2 that the source spectrum is \(f(p) \approx p^{-4.2}\) and that the total cosmic ray pressure may be a large fraction (30%) of the total momentum flux. However this cosmic ray pressure is distributed over many octaves of momentum and the pressure associated with a single octave can still be quite small \((\approx 0.03pu^2)\). It is this pressure that is appropriate for estimating the wave amplitude. On this basis, we estimate that quasi-linear theory should be adequate up to \(M_A \sim 30\).

5.2. Non-linear calculations

The foregoing discussion strongly suggests that if supernova shock waves are to be efficient accelerators of galactic and interplanetary cosmic rays, then non-linear Alfvén wave interactions must be included. Two approaches, not so different in their conclusions, have been pursued. Either non-linear Landau damping saturates the waves at a (marginally) linear amplitude with all the work done by the cosmic rays on the scatterers being channeled into the internal energy of the fluid, or the magnetic field is regarded as completely chaotic and the particle transport modeled with an appropriate ansatz. We consider the former possibility here and the latter in section 6.

Non-linear Landau damping coefficients have been calculated by several authors [182, 183, 184, 185, 186]. The Alfvén waves ahead of the shock will have a range of \(k\)-vectors and both senses of circular polarization. Pairs of waves propagating with different frequencies \(\omega_1, \omega_2\) and amplitudes \(B_1, B_2\) (with the waves of right hand (left hand) polarization having positive (negative) frequency) produce a non-linear longitudinal electric field and magnetic field gradient. This is in contrast to a pure circularly polarized mode. This beat wave can be damped by the thermal ions at a rate

\[
\sigma_{\text{NLTT}} = -\frac{1}{2} \sqrt{\frac{\pi}{2}} k_i u_A \beta^{1/2} B_2^2 / B_0^2
\]  \hspace{1cm} (5.24)

when the ion thermal speed \(v_i\) exceeds the Alfvén speed. The net effect is to transfer wave energy from short wavelengths to longer wavelengths. The damping will be inhibited by trapping effects if the oscillation period of an electron in the finite potential well created by the beat wave becomes shorter than the correlation time for waves. Nevertheless, this process should be important for waves at the large wave amplitudes anticipated.

A convenient approximation is that the wave amplitude simply saturates at some dimensionless intensity \(8\pi k \epsilon_i / B_0^2 = \alpha \approx 0.1\) independent of \(k\) as a consequence of non-linear Landau damping and higher order processes. In this case, we can just bypass the equation for the wave energy density and modify eq. (5.21) to express the transfer of energy from the cosmic rays to the gas [179], i.e.,
\[ \frac{u_p \gamma}{\gamma - 1} \frac{d}{dz} \left( \frac{P_e}{\rho} \right) = v_{ph} \frac{dP_e}{dz} . \]  

(5.25)

(Remember that the relative velocity between the scatterers and the fluid, \( v_{ph} \), may well exceed the formal Alfvén speed \( v_A \).)

5.3. Non-resonant growth

Alfvén waves can be driven unstable by a pressure anisotropy, even in the absence of cyclotron-resonant particles. Consider, for example, the dispersion relationship of Alfvén waves in a completely cold plasma, with half the ions moving parallel to \( B_0 \) at speed \( V \) and the other half moving at \(-V\) relative to the electrons, then in the frame of the electrons, the dispersion relation can be written down straight away as

\[
-\frac{c^2 k^2}{\omega_p^2} \left[ \frac{\omega + kV}{(\omega + kV + \Omega_i)} + \frac{\omega - kV}{(\omega - kV + \Omega_i)} \right] + \frac{\omega_p^2}{\omega - \Omega_e} - \frac{\omega^2}{\omega} = \frac{\omega^2 - k^2 V^2 + \Omega_i \omega}{(\omega + \Omega_i)^2 - k^2 V^2} \left[ \frac{\omega}{\Omega_i - (m_e \omega/m_i)} \right] \]

where

\[
\omega_p^2 = 4 \pi ne^2/m_e, \quad \Omega_i = eB_0/m_e c
\]

(5.26)

(e.g. [97]). In the long-wavelength limit, \( kV \ll \Omega_i \), and neglecting various small terms, (5.26) reduces to

\[
\omega^2 = k^2 (v_A^2 - V^2)
\]

(5.28)

implying instability when \( V > v_A \).

More generally, it can be shown (e.g. [187]) that the dispersion relationship in the long wavelength limit is

\[
\rho \omega^2/k^2 = B_0^2/4 \pi + P_\perp - P_\parallel
\]

(5.29)

so that instability results when the parallel pressure \( P_\parallel \) exceeds the sum of the perpendicular pressure \( P_\perp \) and \( B_0^2/4 \pi \). This condition is always satisfied in a high Alfvén Mach number viscous subshock (see section 6.3).

In the opposite limit, \( kv_A \gg \Omega_i \), the ion contribution to the dielectric becomes small compared to the electrons, and the dispersion relationship is the usual one for stable whistler waves

\[
\omega = \frac{\Omega_i c^2 k^2}{\omega_p^2} = \frac{\Omega_i}{\omega_p^2} k^2
\]

(5.30)

Thus, the fastest growing unstable modes satisfy \( \Omega_i/V \approx k \approx \Omega_i/v_A \), and have wavelengths similar to the gyroradius of the thermal ions, or possibly as small as the ion inertial length \( c/\omega_p \). The firehose
instability together with the scattering due to the hydromagnetic turbulence it generates may well provide the viscosity for low Mach number quasi-parallel-shocks [188]. We discuss this further in the following section.

6. Non-linear theory, structure of collisionless shock waves, and injection

The question of how particles qualify to become cosmic rays, historically termed the “injection” problem, is crucial to understanding the conditions that are necessary to produce cosmic rays, the efficiency with which they are produced, and their composition. The problem, in fact, consists of two distinct questions: a) On which particles does a particular acceleration mechanism operate? and b) Of those particles, how is the energy distributed among them? Only a very small fraction of particles can be elevated to energies greatly in excess of thermal. The fact that cosmic rays are routinely produced in nature so efficiently suggests that the acceleration mechanism generally has more than enough particles to work with, but manages to concentrate much energy into very few of them. This happens automatically if the high energy particles absorb enough energy to control the injection plutocratically and prevent too much energy being democratically shared by the thermal particles. In this case, the acceleration mechanism need not be intrinsically selective; even if it operates on most or all of the particles, a cosmic ray population (as opposed to bulk heating) results.

We have argued in section 2 on observational grounds and in section 4 on theoretical grounds that the cosmic ray pressure is probably sufficient to influence the background gas ahead of the subshock. This suggests a simple realization of the general picture just described [189]. Suppose that a large number of particles in the shocked plasma are injected at a thin subshock and are subject to shock acceleration. Given some spread in particle energies, higher energy particles, having a greater diffusion coefficient diffuse further upstream, mediate the compression felt by less energetic ones, and thereby absorb more energy per particle. In the resulting equilibrium, a dynamically significant population of cosmic rays mediates the flow, allowing just enough acceleration of thermal particles (i.e., injection) to replace the cosmic rays that are eventually transmitted downstream. This equilibrium should be stable. If the injection rate is increased, the Mach number, i.e., shock strength, felt by low energy particles at the subshock will be reduced, thereby reducing the injection rate and vice versa. Now there are two processes that decrease the Mach number in the precursor and both must be considered. One is the slowing down of the incoming gas by the action of the cosmic ray pressure gradient. The second is the entropy increase of the gas through damping of cosmic-ray-generated waves. These processes are considered in the following section. In subsections 6.1 and 6.2, we describe various models of strong shock transitions that are mediated by cosmic rays. Models of the subshock are described in subsection 6.3 and in subsection 6.4 we discuss the constraints on injection scenarios imposed by observations of cosmic ray composition.

6.1. Shock mediation by energetic particles

When we described test particle acceleration in section 4, we ignored the possible exchange of momentum between the cosmic rays and the background fluid. We can allow for this by supplementing eq. (3.36) with equations expressing the conservation of mass and momentum,

\[ \rho u = C_1 \]  

(6.1)
Equation (6.3) is often written in terms of $F = 4 \pi p^3 f(d \ln p/d \ln E)$, with $E$ replacing $p$ as the independent variable.

The last equation here is the steady state version of (3.36), but with the velocity of the scattering centers, $u_s$, explicitly distinguished from the fluid velocity that appears in the first two. The total pressure $P$ can include the pressure of energetic particles, $P_e$, the pressure in gas, $P_g$, and the pressure due to waves $P_w$. In all treatments, $P_e$ is assumed to be continuous across the viscous subshock, while $P_g$ will have a discontinuity there. Thermal conduction in the background gas is ignored as the thermal particles are assumed to be much less mobile than the energetic ones. In early treatments, $u$ was equated with $u_s$, and the wave pressure $P_w$ was neglected, but recent treatments have succeeded in including the waves self-consistently given their phase velocity and damping rate.

We can learn quite a lot about mediation from a two fluid model treating the cosmic rays as a distinct fluid and imposing energy and momentum conservation across both the gas subshock and the total shock incorporating both the cosmic ray precursor [16, 120, 128, 191, 192] and an oblique magnetic field [193]. Now this is only a self-consistent procedure when the shock can be regarded as stationary and the cosmic rays as distinct from the background particles. A clear distinction requires that the slope of the non-relativistic cosmic ray spectrum satisfies $\partial \ln f/\partial \ln p > -5$ so that the partial pressure of the particles whose energy lies in an octave of energy, $E$, increases with $E$. However, the slope of the distribution function cannot be too flat, because the acceleration time will generally also increase with energy and must ultimately become comparable with either the age of the shock or at the time for gas to flow past it. We cannot expect energy and momentum to be conserved across the shock unless the cosmic ray pressure is mainly contributed by particles of some intermediate energy. If the high energy particles are relativistic, then we also require $\partial \ln f/\partial \ln p < -4$ as $p \to \infty$.

With these restrictions in mind, the equations of momentum and energy conservation across the total shock can be written down using eqs. (4.1) supplemented with the cosmic ray pressure and enthalpy density. We can write down a separate pair of conservation equations (4.3), (4.4) for the gas crossing the viscous subshock. The cosmic rays do not enter here as their pressure and energy density are continuous on the scale of the subshock. Now if the gas in the precursor is presumed to be adiabatic ahead of the shock, then

$$P_g \propto u^{-\gamma}$$  \hspace{1cm} (6.4)

where the specific heat ratio $\gamma$ presumably equals 5/3.

Equations (6.2)–(6.4) can be solved algebraically for the post shock conditions (gas and cosmic ray pressure, velocity, etc.) in terms of the pre-shock conditions provided that we specify the ratio of the cosmic ray pressure to the energy density both ahead of and behind the shock. This ratio decreases from $2/3$ to $1/3$ as the cosmic rays become increasingly relativistic. The correct value to use depends upon the microscopic details of the diffusion coefficient and the particle injection rate and it turns out that the post shock conditions are extremely sensitive to the ratio that is assumed [194, 195]. Therefore we cannot use fluid models alone to estimate the post shock cosmic ray pressure. Nevertheless these fluid models do demonstrate that it is possible for shocks to accelerate cosmic rays with high efficiency (see fig. 6).

Time-dependent numerical calculations of a fluid shock model have been carried out [196] with a
view to clarifying their role in supernova remnant dynamics. They also seem to demonstrate the presence of instabilities as is also suggested by a WKB analysis of a planar shock [197]. There appear to be growing modes present when the cosmic ray energy density exceeds \( \sim \rho_c u_c v_{A\perp} \). The physical nature of these instabilities is as yet unclear and requires further analysis.

It is possible for the cosmic rays to mediate the shock entirely. If the post shock cosmic ray pressure is large enough, then there is no necessity for a subshock and indeed for some choices of diffusion coefficient, the subshock must vanish. This state of affairs is analogous to that found in interstellar
shock waves propagating through a partially ionized gas endowed with a transverse magnetic field. Draine [266] has introduced the notation J-type to describe a shock in which the neutral fluid undergoes a discontinuous compression and C-type to describe a shock in which such a jump is absent. Furthermore, there can be more than one self-consistent solution for given upstream conditions although these are generally not all stable [192]. If a subshock is absent, we require that the downstream flow be supersonic with respect to the gas Mach number $M_g$ and subsonic with respect to the total Mach number $M$. The first condition follows directly from the momentum conservation equation which can be written in the form $dP_\gamma/du = C_1(1/M_\gamma^2 - 1)$. If the cosmic ray pressure $P_\gamma$ is to increase monotonically through the shock as the flow decelerates, then $M_g > 1$. The second condition follows from the requirement that the shock front be stable to small perturbations in the upstream quantities [198].

An analytical approach to the non-linear problem is possible if we use an energy-independent diffusion coefficient $D$. This allows us to integrate the fluid equations to solve for the shock structure as long as we also specify the ratio of the cosmic ray pressure to energy density and keep this constant through the shock [191, 192, 199]. In the simple case of vanishing gas pressure, when the velocity transition is totally mediated by the cosmic rays, the velocity has a hyperbolic tangent profile

$$u(x) = \frac{1}{2}(u_+ + u_-) - \frac{1}{2}(u_+ - u_-) \tanh(x/L)$$  \hspace{1cm} (6.5)$$

where the total compression $u_-/u_+$ is given by the shock jump conditions and

$$L = \frac{2DM_\gamma^2}{u_-(M_\gamma^2 - 1)}$$ \hspace{1cm} (6.6)$$

is a measure of the shock thickness. ($M_\gamma$ is the Mach number of the shock with respect to the cosmic ray pressure.)

We can now solve eq. (3.36) by separation of variables for the cosmic ray distribution function in the converging flow given by eq. (6.5). The solution can be expressed in terms of hypergeometric functions. The important feature is that it is a power law in momentum at high energy (i.e., relativistic particles) with logarithmic slope given by

$$q = 4M_\gamma^2(M_\gamma^2 - \frac{1}{6})/(M_\gamma^2 - 1^2)^2.$$ \hspace{1cm} (6.7)$$

This tends to limit $q \to 4$ as the shock becomes stronger and the particles are accelerated to greater and greater relativistic energies. The physical interpretation of this limit is that if there is no cut-off in the particle spectrum, the energy density carried by relativistic particles diverges as $q \to 4$ enabling the shock to become stronger without requiring the thermal particles to carry most of the internal energy behind the shock. This calculation verifies that, for an energy-independent $D$, a gas subshock is not essential for transmitting a power law distribution function at high energy. The existence of a steady state solution depends on the diffusion coefficient being bounded from above, so that particles of even the highest energy feel the mediation due to lower energy ones. Otherwise, the spectrum hardens indefinitely with time. The transmitted distribution function can generally be calculated by separation of variables when the diffusion coefficient is energy-independent and when the velocity field is externally specified [200].

When a high energy cutoff is present, so that the integral over momentum extends only to a finite
upper limit, completely separable solutions are obtainable [201]. We introduce the integral energy spectrum \( F(E) \)

\[
F(E) = 4\pi p^2 f(p) \frac{dp}{d \ln E}.
\]

(6.8)

\( F(E) \) is a measure of the energy contained in a decade of energy and is everywhere proportional to \( E^{-\alpha} \), and the velocity profile is as in (6.5) but with the compression ratio increased to

\[
u_+/u_- = 1 - (1 + j\alpha/6)^{-1}
\]

(6.9)

where \( j = d \ln E/d \ln p \), which is assumed to be constant for this calculation. The calculation shows that the compression ratio can be anywhere between the test particle value and infinity if we allow the high energy particles to escape. This result is obtained no matter how high the cutoff is, as long as it is at finite energy, for, inasmuch as energy is lost from the flow by accelerating particles through the cutoff, the compression ratio is increased and the spectrum is flattened into a divergent energy spectrum. This means that the energy loss through the cutoff is dynamically significant.

Physically speaking, there must always be a high energy cutoff, because sufficiently energetic particles will escape from the shock by virtue of their large mean free paths before being convected to downstream infinity. The above result implies that it must always be included in the calculation before the compression ratio can be found. Once found, its value may yield a convergent cosmic ray spectrum but this is not known a priori. This is all the more true when the diffusion coefficient in nature increases with energy.

The treatment of cosmic rays as a second fluid has been refined to include wave heating of the upstream fluid by McKenzie and Völk [179], using similar techniques to those used in the treatment of adiabatic upstream flow [192]. They find yet another type of solution in which the gas is heated to its post shock temperature by the wave heating. This may provide a physical model of a hydrodynamically turbulent shock.

Another approach to the non-linear problem is to regard the deceleration as small and treat it as a perturbation [202, 203, 204]. Working to first order in the cosmic ray pressure and for simplicity ignoring cosmic rays ahead of the shock, the velocity in the precursor is given by

\[
u(x) = u_-(1 - \epsilon(x))
\]

where

\[
\epsilon(x) = \frac{M_g^2}{M_g^2 - 1} \left( \frac{P_c}{C_1 u_-} \right) \ll 1
\]

(6.10)

and the subscripts \( c, g \) refer to the cosmic rays and the gas respectively. We can also calculate the perturbation to the compression ratio \( r \) at the subshock,

\[
1 - 1/r = (1 - 1/r_0)(1 - (\gamma + 1) \epsilon(0_-)/(M_g^2 - 1))
\]

(6.11)

where \( r_0 \) is the unperturbed compression ratio. This perturbed value of the compression ratio must be used in the boundary condition (4.10). Next we can obtain an expression for the slope of the perturbed
distribution function in terms of an integration over the test particle solution by integrating eq. (3.39). The result is

$$
q = -\frac{\partial \ln f}{\partial \ln p} = q_0 \left[ 1 + \epsilon(0_-) + \frac{(\gamma + 1) \epsilon(0_-)}{(M^2 - 1)} \right] - \frac{1}{f_0(0_-)} \int_{-\infty}^{0} \left\{ \epsilon \frac{\partial f_0}{\partial x} - \frac{1}{p} \frac{d\epsilon}{dp} \frac{\partial f_0}{\partial p} \right\} dx.
$$

(6.12)

Making different assumptions about the form of the diffusion coefficient, we can confirm that if the diffusion coefficient increases with energy, then the spectrum has positive curvature and that the influence of the mildly relativistic cosmic rays is generally to increase the compression ratio through decreasing the effective value of $\gamma$ in the overall Rankine--Hugoniot conditions and thereby to enhance the acceleration rate. This perturbation scheme can be generalized to higher order though this is not particularly useful; the main point of these fluid approaches being to highlight the physics rather than to produce accurate results.

6.2. Non-perturbative model of shock mediation

The preceding calculations assumed either that the cosmic rays are a small perturbation to the flow, or that the pressure that mediates the flow is in cosmic rays whose diffusion coefficient is more or less energy-independent. The considerations expressed at the beginning of this section, however, suggest that the cosmic rays in real astrophysical shocks are both dynamically significant and that $D$ increases significantly with $p$. This forces us to a non-separable non-perturbative approach.

Such an approach has been developed [189, 201, 205, 206], by exploiting the large number of decades of energy and spatial scales in the problem, which generally implies that the total pressure in fast particles generally varies much more slowly ahead of the shock than does $F(E)$ at any given $E$. To understand this separation of scales, note that the pressure in particles having $D \gg D(E)$, which varies over a scale $\sim D/u \gg D(E)/u$, is roughly equal to its post-shock value over the region where $F(E)$ varies, and, similarly, pressure in particles with $D \ll D(E)$ is very small. (Here, for simplicity, we have taken $F(E)$ to vanish as $x \to -\infty$.) Since the total energetic particle pressure is distributed over many decades in energy, very little of the pressure at any point is in particles failing to obey $D \gg D(E)$ or $D \ll D(E)$, for a given $E$, particularly if $D$ increases rapidly with $E$. Thus, $F(E)$ executes most of its change over a region where $P_c$, and hence $u$, are nearly constant. Assuming $D(E)$ is monotonically increasing (rapidly) with $E$, we can "map" $u$ and $E$ into each other so that $u(E)$ is the velocity over which $F(E)$ increases from zero to nearly its post shock value ahead of the shock, and $E(u)$ is the inverse function, i.e.,

$$
E(u(E)) = E.
$$

(6.13)

Using $u$ as the independent spatial variable instead of $x$, we can approximate $F(E)$ as

$$
F(E, u) \approx F_+(E|\theta[u(E) - u]) \approx F_+(E|\theta[E - \tilde{E}(u)]
$$

(6.14)

where $\theta$ is the Heaviside step function, and where $F_+(E)$ is the value of $F(E)$ at $x = +\infty$, i.e., $u = u_+$. The value of $\tilde{u}(E)$ is determined implicitly as follows. Multiplying (6.3) by $E$ and integrating from $E$ to $E_{\text{max}}$, and using definition (6.7), we obtain
Fig. 7. The entire particle spectrum at a moderate interplanetary shock, as recorded and assembled by [265] is displayed. It is seen that the energetic particle spectrum blends into the thermal population, to within observational uncertainty, about as smoothly as the theoretical model of Ellison and Eichler predicts. The theoretical fit, which neglects the effects of the magnetic field, is taken from ref. [208].

\[
-3 \frac{d}{dx} \left( u_s \Phi \right) + \frac{du_s}{dx} \int_{E}^{E_{\text{max}}} \left( \frac{d \xi}{d \ln E'} - \xi \right) d \ln E' + \frac{\partial}{\partial x} \int_{E}^{E_{\text{max}}} E' D \frac{\partial}{\partial x} F d \ln E' = 0
\]  

(6.15)

where

\[ j = \frac{d \ln E}{d \ln p}, \quad \xi = (j/3)EF \]

and

\[ \Phi(E, u) = \int_{E}^{E_{\text{max}}} \xi(E', u) d \ln E'. \]

(6.16)

The approximation (6.14) allows several (approximate) identities to be established

\[ P_{\xi}(u) = \int_{0}^{E_{\text{max}}} \xi(E', u) d \ln E' = \int_{\tilde{E}(u)}^{E_{\text{max}}} \xi(E', u) d \ln E' = \Phi([\tilde{E}(u), u]) \equiv \int_{\tilde{E}(u)}^{\infty} \xi_{+}(E) d \ln E = \Phi_{+}[\tilde{E}(u)] \]

(6.17)
where the subscript \( + \) denotes the value at \( x = +\infty \). Also,

\[
\dot{\mathcal{P}}(E, u) \equiv \mathcal{P}[\bar{E}(u), u] = \mathcal{P}_+[\bar{E}(u)] \quad \text{at} \quad u \equiv \bar{u}(E)
\]

and

\[
\mathcal{P}(E, u) = \mathcal{P}[E, \bar{u}(E)] \quad \text{at} \quad u \equiv \bar{u}(E).
\]

Integrating (6.15) over \( x \) from \( -\infty \) to \( +\infty \) and taking \( F \) and \( \partial F/\partial x \) to vanish at \( x = -\infty \) yields

\[
-\frac{3}{j} u_+ \mathcal{P} + \int_{u_-}^{u_+} \xi(E_{\text{max}}) \, du_s - \int_{u_-}^{u_+} \xi \, du_s - u_+ \mathcal{P} + \int_{u_-}^{u_+} u_s \, d\mathcal{P} + \int_{\bar{u}(E)}^{u_+} u_s \, d\mathcal{P} = 0 \quad (6.19)
\]

where \( u_- = u(-\infty) \), and the limits of the integrals refer to values of \( u \), of which \( u_s \) is a function.

By eqs. (6.17) and (6.18), \( \mathcal{P}(E, u) \) is just \( P_c \) at \( u > \bar{u}(E) \) so the next to last term in (6.19) is just \( \int_{u_-}^{u(E)} u_s \, dP_c \).

The integral \( \int u_s \, dP_c \) can be reduced to an expression for \( u \) and \( v_{\text{ph}} \) using the equation for wave energy flux \( F_w \), (5.22), the first law of thermodynamics, and the momentum equation

\[
P_c + P_g + P_w + \rho u^2 = C_2. \quad (6.20)
\]

Assuming that the damped wave energy goes into heat, the damping term in eq. (5.23) is

\[
L = C_1 T \, ds/\, dx, \quad (6.21)
\]

where \( C_1 \) is the mass flux and \( T \, ds \) is the heat increment per unit mass.

The first law of thermodynamics is written for the present purpose as \( T \, ds = dh - dP_g/\rho \) where \( h \) is the enthalpy per unit mass, \( h = P_g/\rho \).

Combining eqs. (5.23), (6.20) and (6.21) yields

\[
u_s \, dP_c = -dF_w - C_1 \, dh - C_1 \, du^2/2. \quad (6.22)
\]

Finally, using all of the above results, one can manipulate eq. (6.19) into the form

\[
-(1 + \frac{3}{j}) u_+ [P_g + P_w + C_1 u] \bar{u}(E) + \xi(E)[-\bar{u}_s(E) + u_s] + \left[ F_w + \frac{3}{2} P_g u + C_1 \frac{u^2}{2} \right] \bar{u}(E) + Q = 0 \quad (6.23)
\]

where

\[
Q = \xi_+ (E_{\text{max}})(u_s - u_+). \quad (6.24)
\]

The quantity \( Q \) is the value of the quantity
\[
\int_{u_-}^{u_+} (-E_{\text{max}}) \frac{du_s}{dx} \left[ \left( \frac{j}{3} \right) F(E_{\text{max}}) \right] dx
\]  

(6.25)

under the approximation (6.14) [201] and represents the energy loss due to acceleration of particles through \( E_{\text{max}} \), as discussed in connection with eq. (6.9). Thus, \( Q \) fixes the compression ratio and hence \( u_+ \). It is chosen by a procedure that becomes clear after the family of solutions that it parametrizes is generated. (See the following discussion and fig. 8.)

The unknown parameters are the damping rate \( \sigma \), and the phase velocity \( (u - u_+) \), which, as discussed in the previous section, may differ from \( v_A \). These parameters depend on the still unresolved plasma physics discussed in section 5. But we can perform the calculation in the two extreme limits of \( L \to \infty \) and \( L = 0 \).

Fig. 8. The approximate analytic solutions of the non-linear shock acceleration equations [201] are compared with the Monte Carlo numerical solutions of the Boltzmann equation with a BGK collision operator [the large angle scattering version of eq. (3.19) of the text]. The true analytic solution is represented in the bottom frame. The numerical solutions are for diffusion coefficients proportional to \( E^\delta \). The dotted line is the analytic solution with the compression ratio \( r_a \) that follows from eq. (4.3b) but with \( Q \) chosen such that the thermal peak of the analytic solution coincides with that of the numerical solution. The dashed line uses the value of \( Q \) that gives the same location of the thermal peak, but with the compression ratio \( r_{MC} \) of the numerical solution. It is seen that as \( \delta \), and (hence) the dynamic range of spatial scales in the energetic particle precursor increases, cosmic ray production becomes more efficient and the analytic approach becomes more accurate. As seen in the last frame, where the range of scales spans six decades, the energetic particle spectrum predicted by the analytic solution is nearly exact, and insensitive to the uncertainty in the compression ratio. Adapted from ref. [208].
i) \( L \to \infty \): Rapid wave damping.

Here it is assumed that the wave pressure \( P_w \) and energy flux \( F_w \) are infinitesimal, so that formally, they make no contribution to eq. (6.23).

To eliminate \( P_g \) in favor of \( \bar{u} \), we need to derive the thermodynamic trajectory of the preshock fluid as it approaches the shock in the presence of the entropy generation term (6.21).

For simplicity, we first take \( v_{ph} \) to be a constant upstream of the shock. Assuming the gas to be monoatomic, we write the First Law of Thermodynamics as

\[
\frac{4}{3} d\left(\frac{P_g}{\rho}\right) = T \, ds - P_g \, d(1/\rho); \quad (6.26)
\]

using eqs. (5.23) and (6.21) for \( T \, ds \) with \( P_w = 0, F_w = 0 \) we obtain \( T \, ds = v_{ph} \, dP_e \), and, using the momentum equation to eliminate \( P_e \), we finally obtain

\[
P_g + \frac{4}{3} v_{ph} = S(u + \frac{4}{3} v_{ph})^{-5/3}, \quad (6.27)
\]

where \( S \) is a constant of integration. This is the adiabatic law when \( v_{ph} = 0 \). The enthalpy flux \( C_{1h} \) is \( \frac{4}{3} P_g \). Thus eq. (6.23) specifies \( \xi_+(E) \) in terms of \( \bar{u}(E) \) (the independent variable) with \( Q, v_{ph}, u_+ \) and the fluid parameters at \( -\infty \) all as parameters. We can now recover \( E \) as the independent variable on which \( \xi \) explicitly depends by writing

\[
\xi_+(E) \, d \ln E = -d\Phi_+(E) = -d\Phi_+\{\bar{E}[\bar{u}(E)]\} = -\frac{dP_c[\bar{u}(E)]}{d\bar{u}(E)} \, d\bar{u}(E) \quad (6.28)
\]

with the last step following from (6.17). From here on we drop the argument in \( \bar{u}(E) \).

Specifying \( P_g \) in terms of \( u \) and using the momentum equation fixes \( dP_c(u)/d\bar{u} \) in terms of \( \bar{u} \), so that

\[
\ln E_2 - \ln E_1 = \int_{\bar{u}_1}^{\bar{u}_2} \frac{dP_c/d\bar{u}}{\xi_+(\bar{u})} \, d\bar{u}, \quad (6.29)
\]

is a well defined integral over \( \bar{u} \). \( \xi_+(E) \) is now specified in terms of \( E \). The analytic results are plotted in fig. 8. They are compared to the results of Monte Carlo numerical solutions to the kinetic Boltzmann equation (3.19) generated by Ellison [207, 208]. Each show that two more or less distinct populations of particles make significant contributions to the post-shock pressure; the low energy pressure peak corresponds to thermal particles and the high energy peak to cosmic rays.

At this point, we actually have a family of solutions parametrized by \( Q \) and \( u_+ \), given all of the physical parameters, i.e., the upstream parameters and \( E_{max} \). The analytic procedure for choosing \( Q \) and \( u_+ \), which picks the "true" analytic solution from the rest, is to satisfy eq. (4.3b) and the requirement that the thermal peak implicit in eqs. (6.23) and (6.29) occur at \( m_p u_+^2 \) to within a factor of order unity. This is discussed in greater detail in ref. [208]. (The residual ambiguity in this factor, which ultimately introduces a slight uncertainty in the compression ratio \( r \), is shown to be insignificant in fig. 8d, where the "true" analytic solution is plotted.) As illustrated in this figure, the analytic procedure is extremely accurate when the dynamic range of spatial scales in the problem exceeds six decades. For galactic cosmic rays, this range exceeds ten decades.

Also illustrated is the fact that cosmic ray production depends on the diffusion coefficient increasing
with energy. In the examples shown, the efficiency of cosmic ray production clearly increases significantly with \( \frac{d \ln D}{d \ln E} = \delta \).

The appearance of two distinct pressure peaks, one corresponding to thermal particles and the other to cosmic rays, can be understood by differentiating eq. (6.23) with respect to \( E \). In the limit where \( v_{\text{ph}}, P_\text{w} \) and \( F_\text{w} \) all vanish (the most transparent case), one obtains

\[
\frac{d [(u - u_+ \zeta)]}{d \tilde{u}} = \left[ \tilde{u} - \frac{\zeta}{2} u_+ \right] [1 - M^{-2}]
\]  

(6.30)

where \( M \) is the Mach number of the flow at \( \tilde{u}(E) \). Since \( M \) must be greater than unity upstream of the viscous subshock, it follows that the quantity \((u - u_+)\zeta\) has a local minimum at \( u = \frac{\zeta}{2} u_+ \); this implies a two peak structure in \([(u - u_+)\zeta]\).

ii) \( L = 0 \): No wave damping.

If the waves are assumed not to be damped, a similar procedure exists for computing the energetic particle spectrum. Here, in addition to a thermodynamic trajectory for the gas, which should be taken as adiabatic in the absence of heating by cosmic rays, one needs an “equation of state” for the waves themselves. This has been done using two fluid formalism, by McKenzie and Völk [179], who in fact derive it for various assumptions about the wave damping. The cosmic ray spectra obtained are similar to those obtained for the cases of rapid wave damping.

The buildup of magnetic field energy ahead of the shock can also be computed. As discussed in section 5, the field attains an energy density ahead of the shock of the order of \( M_A^{-1} \) of the energetic particle pressure. If there is a further compression of the field at the viscous subshock, the post-shock field energy may in fact attain rough equipartition with the cosmic rays for moderate \( M_A \) [206]. In any case, the post-shock magnetic field energy is likely to exceed its value far upstream of the shock by a large factor.

### 6.3. Models of the subshock

We now turn to the question of particle injection. As discussed in section 2, there is strong observational evidence from both the earth’s bow shock and galactic cosmic rays that this occurs at the shock front and that there is not a large seed population of incipient cosmic rays. Furthermore, there is good evidence from X-ray observations of supernova remnants (cf. section 2.5) that high Mach number shocks contain gas subshocks and are not mediated by the pressure of the cosmic rays alone (cf. section 5.1).

To answer the question of which, and how many, thermal particles at the shock are subject to shock acceleration therefore depends on understanding the collisionless shock structure itself. There has been impressive progress in understanding laminar, low Mach number shocks. The shocks that are most efficient at accelerating cosmic rays are of high Mach number, probably are turbulent, and are not well understood. A complete review of the existing theory of collisionless shocks and its confrontation with spacecraft observations is beyond the scope of this article. Relevant reviews include refs. [171, 210, 211, 212] and several articles in the proceedings of the Chapman Conference on Collisionless Shocks in the Heliosphere [213] and the proceedings of Symposium 619 of the 25th Plenary meeting of Cospar [214]. Nevertheless, some of the issues that connect shocks to shock acceleration can be discussed at a rather basic physical level.

A shock is an interface between hot and cold fluid. Though the hot fluid flows away from the shock, it does so subsonically, and some of the shock-heated particles tend to backstream into the pre-shock
(cold) fluid. If they then couple to the cold fluid, the motion of the latter then sweeps them back downstream. This coupling, whatever it happens to be, is what sustains the shock. In its absence, particles reflected off the piston would stream indefinitely through the cold fluid. A major difficulty is that this coupling both determines and depends on the details of the shock structure.

To make these remarks more specific, consider a few simple limiting cases, all of which lead to the same basic conclusion that backstreaming takes place in supercritical shocks. Suppose, without specifying how, that all of the heat goes into the electrons, and neglect magnetic fields that are transverse to the shock normal. In trying to evaporate back upstream, the hot electrons create a thermoelectric potential that confines them to the region of the shock, and simultaneously slows down the oppositely charged ions flowing through the shock. Self-consistent models can be constructed for moderate Mach numbers \( M_s = u_\perp/c_s \leq 3, T_e \gg T_i, \) where \( c_s \) is the sound velocity \([215]\)) in which energy removed from the ions heats the electrons, creating a temperature gradient that supports the potential. (The potential is not necessarily monotonic.) However, at a higher Mach number, the potential is found to be large enough to reflect some of the ions, and solving the shock structure problem then entails figuring out how these reflected ions couple to the incoming fluid. For intermediate Mach numbers, \( 3 \leq M_s \leq 7, \) self-consistent shock models \([216, 217]\) can be constructed in which the reflected ions continue upstream indefinitely, but in our context, the fate of these ions is the central question.

Similarly, other shock models \([218, 219, 220]\) that are based on a laminar disturbance of some kind break down at moderate Mach numbers. (Here the Mach number refers to the shock velocity relative to the propagation velocity of the disturbance at low amplitude.) The point is that a large amplitude disturbance can propagate at perhaps a few times its phase velocity at low amplitude, but no faster. For shock velocities exceeding that maximum the problem appears to reduce to determining how counterstreaming ion beams which represent an unstable distribution relax into a single, hot fluid.

Now if we reverse the above assumption and assume that all of the energy dissipated into the shock goes into ions, we arrive at a similar conclusion. Although there is no significant thermoelectric potential to reflect ions, the hot ions nevertheless backstream through the preshock fluid. The situation is in some sense the same as that of cosmic rays undergoing shock acceleration: they try to stream along their density gradient, i.e., upstream of the shock, but in doing so interact with the pre-shock fluid, and are continually swept back downstream.

The fate of hot ions backstreaming into the cooler plasma depends on the magnetic field geometry, and it is now useful to distinguish between the parallel and perpendicular cases introduced in section 2. If the magnetic field has a “quasi-perpendicular” geometry, the ions can couple to the pre-shock fluid by the Lorentz force of the background magnetic field. Within a gyroradius, they are turned back downstream by the field. Leroy et al. \([221, 222, 223, 224]\) have simulated high Mach number perpendicular shocks, and find excellent agreement with observations of perpendicular regions of the earth’s bow shock. They find that there is a narrow spike of enhanced field strength with a large electric potential that is much thinner than an ion gyroradius. Ions may be reflected off this potential barrier back upstream, or they may be turned upstream by the Larmor gyration behind it. Fully kinetic simulations of high Mach number perpendicular shocks exhibit large electron heating \([268]\) even when the shock speed exceeds the upstream electron thermal speed. The relative importance of each of these processes depends on the Alfvén Mach number and the anomalous resistivity. In any case, these ions are forced downstream of this reflection plane within a few gyroperiods by the convective effects of the perpendicular magnetic field. For a field geometry that is sufficiently close to being perpendicular, there is probably no need for the ions to feel any randomizing turbulence in order for a shock to form. (Similarly, cosmic rays may follow more or less scatter-free trajectories when encountering a quasi-
perpendicular shock, and their acceleration may be limited to the scatter-free type. Near co-rotating interplanetary shocks, which in the inner heliosphere are generally quasi-perpendicular, there are strong anisotropies associated with the fast particles at the shock, which is a sign that they interact with the shock without much stochastic scattering. When \( \theta_{Bn} \) is significantly less than 90°, Leroy et al. find that some of the reflected ions obtain a sufficient velocity component along the field to escape upstream of the shock, and the fraction that do so increases as the shock becomes closer to being quasi-parallel.

Now consider hot, post-shock ions in a quasi-parallel geometry. Backstreaming particles, if they are to be eventually forced back across the shock, must interact with the pre-shock fluid via instabilities since they can slip along magnetic field lines in a direction that is close to that of the shock normal. Kinematic considerations [225, 226, 227] suggest that this effect should become important when the upstream field vector is within 45° of the shock normal. Several different approaches (see also [227]) arrive at this conclusion, so it is probably not very sensitive to the history of the backstreaming ions; the basic assumption is that there is a dispersion in the post-shock ion speeds and that backstreaming ions begin a backstreaming trajectory with a velocity vector that points upstream with a magnitude that is a factor of two or so higher than the average downstream thermal velocity. Observations of the earth’s bow shock and interplanetary shocks support the qualitative distinction between quasi-parallel and quasi-perpendicular shocks (cf. sections 2.1, 2.2), though clearly the two categories should join smoothly. When the angle between the upstream field and the shock normal \( \theta_{Bn} \) exceeds 45°, the shocks are clearly defined by the magnetic field data and have structure on a scale much less than an ion gyroradius. When \( \theta_{Bn} \) is less than 45°, on the other hand, the shocks are not well defined and are surrounded by thick regions of strong magnetic turbulence, which is presumably generated by backstreaming particles.

Which instabilities couple backstreaming ions to the cold fluid? In the case of suprathermal ions it is almost universally accepted that the dominant instability is the resonant ion cyclotron instability. This hypothesis is in good agreement with observations of waves and particle distributions ahead of the bow shock [228, 229, 230, 231] and it appears that the ion-cyclotron instability dominates particles down to speeds of roughly twice the upstream fluid velocity, i.e., just above thermal velocities. In the case of backstreaming thermal particles, there is less certainty as to what instabilities dominate deep within the shock. Leaving aside historical differences, we now consider possible differences between the cosmic ray streaming problem and the high Mach number collisionless shock problem. In the latter case, the “beam” density is comparable to the “background fluid” density. This suggests that non-resonant instabilities may play a more significant role. Moreover, a large ion beam density drags a larger electron current through the background ions. Since anomalous resistivity is generally an increasing function of current, the power dissipated could, prima facie, be a rapidly increasing function of beam density. Another possibly important distinction between cosmic rays and thermal particles is that the former travel with speeds in excess of the whistler phase velocity, and shocked thermal particles do not necessarily do so.

Obliquely counterstreaming cosmic rays ahead of the shock may be able to excite lower hybrid waves in the background fluid. This is an efficient way of accelerating suprathermal electrons [232].

The non-resonant ion two stream instability is shorted out by electrons unless their temperature is already close to \( m_i u^2 \) [233]. Thus, if it is to be important, some additional mechanism must be invoked in order to heat the electrons. Simulations [233, 235, 236] appear to demonstrate that the electron–ion two stream instability (i.e., electrostatic anomalous resistivity) cannot accomplish this and instead tends to increase \( T_e / T_i \) which shuts off the instability.

In our view, electromagnetic instabilities are more likely to produce a high Mach number shock.
They have the advantage of being able to feed purely off anisotropy, without requiring a deep minimum in the one dimensional ion velocity distribution function [96], and may therefore be more potent at the middle of a shock, where the distinction between counterstreaming ion beams may be washed out.

The firehose instability, the non-resonant counterpart of the ion-cyclotron instability (cf. section 5), is driven by pressure anisotropy and may therefore support a quasi-parallel shock [237, 238, 239]. It may be described in physical terms as follows: A transverse perturbation in the magnetic field causes the ions moving along the field line to exert a centrifugal force in the direction that would enhance the perturbation, while the tension in the field and the mirror force of the cross field motion of the ions resist the perturbation. When the excess of parallel over perpendicular pressure exceeds the magnetic pressure, the centrifugal term dominates and the perturbation grows in the center of mass frame of the ion population with the dispersion relationship (5.28). As derived in (5.3) the fastest growing modes have a wavelength of the order of the ion gyroradius. If the particle pressure dominates the magnetic pressure, mode coupling is slower than wave growth and the magnetic field probably becomes strongly perturbed. The mean free path of thermal particles at the shock and hence the thickness of the shock itself are of the order of a few ion gyroradii. When both ion streams interact nonresonantly with the growing Alfvén wave, the wave can be shown to grow in the center of mass of the fluid [237]. If one of the beams makes a resonant contribution, it may cause the wave to propagate through the center of momentum frame with a substantial speed. In the limit of slow wave growth, the wave propagates at about the Alfvén velocity relative to the center of momentum frame. When growth is rapid, this phase velocity can be larger but under such circumstances the growth rate is comparable to the real part of the wave frequency, and in strong turbulence, nonlinear effects should set in within a time of the order of one wave period (cf. section 6). In the original firehose shock model of Parker it was assumed that the scattering centers were essentially locked into the center of mass frame of the fluid. The fluid was not treated at the kinetic level, so the question of cosmic ray production was suppressed. Later treatments of the firehose shock [238, 239, 240] assumed a relatively weak shock so that the firehose instability saturated in the quasi-linear regime, i.e., the field could absorb the parallel pressure excess without heating the fluid. For high Alfvén Mach numbers, however, the magnetic field line would be sharply bent long before quasi-linear saturation could set in, and ions would probably be scattered by the strong magnetic turbulence. It does not seem possible to mediate a high Alfvén Mach number shock via firehose instability merely by adding wave energy; unless the original field energy can be amplified by an enormous factor through some unknown effect, the pressure of the scattered particles must be dynamically important.

Note that if the particles dominate the total pressure, then the condition for the firehose instability ($P_{\parallel} > P_{\perp} + B^2/4\pi$, cf. eq. (5.29)) must be formally satisfied within the viscous subshock. This follows from the definition of viscosity $\mu$ which can be cast in the momentum equation as

$$P + \rho u^2 - \frac{4}{3} \mu \frac{d}{dx} u = C_2$$

(6.31)

[120]. If the particles dominate the total pressure, then it is easy to show that

$$P_{xx} + \rho u^2 = C_2$$

(6.32)

where $P_{xx}$ is defined here to be $\int f m (v_x - u)^2 d^3p$. These two equations identify the viscosity term as being proportional to the pressure anisotropy, $P_{xx} - P$. Given that the magnetic pressure is negligible, the existence of viscosity implies firehose instability.
Recent hybrid simulations, which, by treating the electrons as a massless fluid can run for many ion gyroperiods, show a parallel shock forming on scales larger than an ion gyroradius [240, 241, 242] (fig. 9). In previous particle simulations of parallel shocks, which ran for only a fraction of a gyroperiod [243], ion counterstreaming was not disrupted and a shock did not form. The magnetic whistler turbulence appears in these simulations mainly at scales of order \( \sim c/\omega_{pi} \), which, given the lower Alfvén Mach number, is consistent with the hypothesis that it is excited by the firehose instability [244].

Ellison has made a Monte Carlo kinetic model of a shock [207, 208, 245] in which the particle pressure at the shock is assumed to be large compared to the wave pressure, which is neglected. It is a theoretical model of a firehose-generated shock in the limit of very high Alfvén Mach number. The scattering of particles off the magnetic turbulence at the shock is modeled as BGK (i.e., large angle) scattering, with a scattering rate \( \nu^* \) that can in principle be any function of particle energy in the frame of the scattering centers and of particle rigidity. This frame, assumed to be a function only of \( x \), is chosen such that the scatterers absorb no net momentum or energy. As is expected of the hydromagnetic waves at a high \( M_A \) firehose shock, they merely act as agents for transmitting these conserved quantities between particles. The model is essentially a shock-like solution to eq. (3.19) with the angle average off made in the frame of the scatterers. The results make a variety of quantitative predictions given a choice of \( \nu^*(E) \). Most of the velocity transition within the viscous subshock is found to occur within a single mean free path. Post-shock particle spectra for the principle ion species are shown in fig. 8 for various choices of \( \nu^*(E) \) (or equivalently, the diffusion coefficient or mean free path as a function of energy). The principle result is that \textit{when the mean free path increases with energy, a strong shock always puts much of its energy into very energetic particles}. The reason, as discussed in the introduction to section 6, is that the energetic particles are more mobile than less energetic ones. This is illustrated by the fact that the superthermal acceleration becomes increasingly efficient as the diffusion coefficient

![Fig. 9. The temporal evolution of the ions in phase space in a simulated parallel shock [241].](image)

The Alfvén Mach number of the shock, relative to the Alfvén velocity \( v_A \) far upstream, is 4. The units of length are given in terms of the upstream thermal ion gyroradius. The unit of time, \( \Omega_{ni} \), is the ion gyroperiod taking only the shock normal component of the magnetic field. The simulation begins with an artificially narrow shock which then relaxes to the configurations at later times shown in the respective frames. There is particle acceleration observed; however, the effects of a finite Alfvén velocity and an upstream free escape boundary are expected to restrict shock acceleration severely for the parameters of the simulation. The history of the individual particles that attained high energies is not shown in the original paper.
becomes an increasingly sensitive function of energy. In the limit where the scattering centers move with the center of mass of the fluid (scattering rate independent of velocity), the scattering of individual particles is elastic and does not heat the rest of the fluid, it merely changes the energy of the scattered particle in the shock frame. As there is very little heating, the bulk kinetic energy is dissipated into non-thermal particles.

With regard to cosmic ray injection, then, a crucial question is whether a high Mach number shock is governed by waves which are fairly well frozen into the fluid (as is likely to be the case for Alfvén waves in a high $M_A$ shock), providing quasi-elastic scattering in the fluid frame, or whether the waves move through the fluid at a hydrodynamically significant velocity. (In the latter case, the waves driven by some particles take their energy and distribute it among the rest, thereby inhibiting the formation of a non-thermal distribution.)

With this question in mind, we consider alternative electromagnetic instabilities that could conceivably make a shock. Another instability that can draw purely on anisotropy is the ion Weibel instability [96, 246] which generates a magnetic field that is transverse to the direction of pressure excess. In this instability, a perturbative magnetic field drives the ions into current filaments of alternating sign which have the correct phase relation to amplify the field. No net current is needed; ions moving in opposite directions at the same point are driven in opposite directions into opposing filaments. The growing field, by Lenz’s Law, drives an electron reverse current that can sharply limit its rate of growth, but if the electrons are warm, only those moving nearly perpendicular to the $k$-vector in the frame of the wave, i.e., with small $\omega - k \cdot v$, yield an appreciable reverse current. The phase velocity of the Weibel mode through the fluid depends on the relative directions of the $k$-vector and the anisotropy [246]. There is little that can be said from general considerations. In the simulation of Davidson et al. [247] significant electron heating persists after the turbulence saturates, which implies that the ion scattering is not elastic in the frame of the fluid.

The growth rate for the instability for a mode parallel to the ion anisotropy (shock normal) with $T_i$ and $T_e = 0$ is

$$\sigma = ku\omega_p/(\omega_{pe}^2 + k^2c^2)^{1/2}. \quad (6.33)$$

Small scale modes are stabilized when the temperature anisotropy is reduced because ions with sufficiently large $u_\parallel$ cross many wavelengths in one growth period and cannot be herded into current filaments. The Weibel instability has the advantage that it does not need a background magnetic field to operate. Thus, for sufficiently high Alfvén Mach number, one suspects that it would compete favorably with the firehose instability.

The difficulty in judging the extent to which the Weibel and other short wavelength instabilities compete with the firehose instability is that, although they grow more quickly, they also saturate more quickly, and it is very difficult to determine at what level saturation sets in. Simulations of various dimensionalities have revealed that beams of reflected ions can propagate through the incoming fluid over time scales that are far longer than those of the instabilities. Simulations of high Mach number, unmagnetized or quasi-parallel geometries, however, have not lasted long enough to determine the eventual fate of the reflected beam. In proposing a Weibel mode shock, Moiseev and Sagdeev [216] also proposed that saturation of the instability sets in when the field is just strong enough to magnetize the electrons and that the dominant length scale of the field fluctuation is $c/\omega_p$. Thus the scattering centers that form the shock are regions of magnetic field approximately one electron gyroradius across. In each of these regions, ions are scattered through a small angle
The thickness of the shock is presumably of order the distance an ion travels before being scattered by an angle of order $\pi/2$. If the scale length of the magnetic turbulence is of the order of $c/\omega_{pi}$, then the thickness of the shock, according to the rough arguments here, is $-(2\delta \theta/\pi)^{-2}c/\omega_{pi}$. Thus, even if the electrons manage to get heated to a temperature of $\sim m_e u^2$, the shock thickness is less than an ion gyroradius only for Alfvén Mach numbers greater than $m_i/m_e$, according to the model assumptions of Moiseev and Sagdeev. In the simulation performed by Davidson et al. [247] the Weibel instability was found to saturate at a magnetic field strength of

$$B^2/8\pi \sim 10^{-2} \rho u^2$$

where most of the energy was at wavelengths of order $c/\omega_{pe}$. The simulation ran for a time $\sim 15c/\omega_{pe}u$ with little deterioration of the counterstreaming ion beams. An artificial mass ratio of $m_i/m_e \sim 16$ was used which may have influenced this result. If, however, field fluctuations of the size and strength found by the simulation are assumed to generate a shock, the amount they scatter a proton is given by $\delta \theta \approx 10^{-1} \sqrt{m_i/m_e}$ so that the resulting shock thickness would be of the order of $10^2 m_i c/m_e \omega_{pe}$. This is smaller than an ion gyroradius in a background magnetic field for Alfvén Mach numbers in excess of $2^{10}/m_i/m_e$.

Davidson et al. [247] argue that the saturation is due to ion trapping. This is to say that the magnetic field becomes strong enough to change the phase of an ion in the wave substantially in one linear growth period, presumably destroying the coherence of the current filaments. According to this saturation hypothesis, an ion that moves along the shock normal over a distance of $u/\sigma$ is deflected sideways by the saturated field a distance of order $k^{-1}$, where $k$ is the wave number of the dominant modes. For $k \approx \omega_{pe}/c$, and $\sigma$ given by eq. (6.33), an ion moving a distance of $u/\sigma$ is deflected through an angle $(m_i/m_e)^{1/2}$. If $u/\sigma$ is also chosen to be the correlation length, then, following the procedure in the above paragraphs, one estimates that the shock thickness is at least of the order of $(c/\omega_{pi})(m_i/m_e)$. If the saturation is attributed to electron trapping, the saturated field amplitudes (at the real $m_i/m_e$) are smaller, and the shock mechanism slower.

These estimates are meant to illustrate that transverse magnetic fluctuations on scales that are much smaller than the ion gyroradius are relatively inefficient at scattering ions, and are probably important only when the background magnetic field is very weak. However, the electrons have a stabilising effect and their immobilization by a finite magnetic field might allow Weibel-like instabilities to be more potent than we have estimated.

“High Mach number” shocks in astrophysics are often comparable in velocity to whistler waves, and we now discuss the possible role of these waves in shocks. When $k^{-1} \ll c/\omega_{pi}$, ion inertia becomes relatively unimportant, and the phase velocity of the waves can, to within a factor of unity, approach the “electron-Alfvén” velocity $v_A \sqrt{m_i/m_e}$. It has been conjectured that this mode could be the basis for shocks with $u_c \approx v_A \sqrt{m_i/m_e}$. However, the condition $k \gg c/\omega_{pi}$ implies that the ion inertia does not significantly load the waves—that is, the ion velocity is not significantly perturbed by the wave—and this casts doubt on the role of such short whistler waves in shocks. Moreover, as illustrated by eq. (5.30), counterstreaming ions do not drive such waves unstable non-resonantly, as they do at longer wavelengths.

Golden et al. [249] note that counterstreaming ion beams are resonantly cyclotron unstable to high frequency whistler waves, in addition to the longer wavelength, right-handed circularly polarized Alfvén
wave. The whistler moves nearly at the velocity of the beam so that although its lab frame frequency is much greater than \( \Omega_b \), the frequency in beam frame is reduced to \( \Omega_b \). The phase velocity of the whistler must be finely tuned, relative to the beam velocity so there is only a very narrow wavelength band that is unstable, \( \Delta k/k \ll 1 \). It is not clear that the whistlers would build up to a significant amplitude in the noisy environment of a shock, since a small amount of mode coupling would efficiently remove energy from this narrow waveband.

Whistler waves are most likely to be generated in oblique shocks, where the global geometry dictates that the field orientation must change. They would have to form on the ion inertial length scale, if they are to influence the motion of the ions. Since the phase velocity of such waves at the ion inertial length scale exceeds \( v_A \) only by a factor of order unity, one still expects supercritical behavior for shocks having large Alfvén Mach numbers. Simulations of oblique, intermediate Mach number shocks, \( \theta_{bn} = 45^\circ, M_A = 5 \), by Biskamp and Welter [248] and their subsequent analysis appears consistent with this view of oblique shocks.

Simulations of oblique, supercritical shocks have, at the time of this writing, been extended down to \( \theta_{bn} \) of less than 45°, and, due to better techniques, have running times of many gyroradii [240]. They have proven capable of describing the ion reflection at the shock, and the relative importance of the electrostatic potential barrier associated with the large amplitude whistler. For \( M_A = 4, \theta_{bn} = 37^\circ \), the thickness of the viscous subshock is on the order of \( 5(c/\omega_{pi}) \), or about one convective ion gyroradius (CIG, the gyroradius of an ion moving at the shock velocity in the zero electric field frame). They have not run long enough to resolve the fate of the reflected ions (e.g., to what extent they undergo first order Fermi acceleration), which become a larger fraction of the total as the shocks are made more parallel. Moreover, they have been thus far limited to moderate Alfvén Mach numbers \( (M_A \sim 4) \), as simulation at higher \( M_A \) require more computing time. The characteristic length of the magnetic turbulence is of the order \( 2(c/\omega_{pi}) \). These values for the shock thickness and scale of the magnetic turbulence are somewhat shorter than the more parallel (hybrid, massless electron fluid) simulations of Kan and Swift and Mandt and Kan, which were also performed at an Alfvén Mach number of 4. The difference may be due to the geometries; however, the shock thickness and stationarity in the latter simulations varied greatly with the choice of upstream electron temperature, so we refrain from further interpretation.

Very recent simulations by Quest [269] of parallel shocks indicate that they are established by the firehose instability. Runs over a wide range of \( M_A \) indicate clearly that the scale length of the turbulence and shock thickness scale as the convective ion gyroradius, not the ion inertial length. At \( M_A \gg 1 \), the turbulence is found to be convected by the fluid with little propagation in the fluid frame, as is assumed in Ellison’s kinetic model.

Recently reported observations of several quasi-parallel shocks [250, 251] are consistent with a length scale of several ion Larmor radii for the viscous subshock; see, for example, fig. 10. In determining the length scale of a bow shock, we are faced with the uncertainty of not knowing the velocity of the shock relative to the spacecraft. For traveling interplanetary shocks, this problem is greatly reduced. In the one case reported by Scudder et al., the shock thickness was reported to be about 10CIG. This is somewhat longer than the estimates for the earth's quasi-parallel bow shock thickness, which were estimated to be only 1 or 2 CIG, but the interplanetary shock was considerably weaker.

Translating a CIG into mean free paths introduces an additional uncertainty. Using the energetic particle profile in the earth's foreshock (cf. section 2), we estimate that a mean free path is about 4 ion gyroradii. The turbulence in the viscous subshock appears to be somewhat stronger than in the foreshock (cf. fig. 10) so a somewhat lower value, perhaps 2 or 3\( r_g \), is appropriate for the former case. The results of simulations and observations, if they are interpreted to give viscous subshocks of about
three ion gyroradii, thus give a shock thickness of about 1 mean free path, which is in good agreement with the model of Ellison.

The most striking observational support to date for Ellison's model is the quantitative comparison with prediction [270] of the AMPTE/IRM observation of the complete particle spectrum just upstream of the parallel bow shock during a radial field configuration [271]. Because the preshock solar wind particles are included in the measurement, the shock parameters are essentially fixed by it, and with these parameters, the number and spectra of energetic ions are in excellent agreement with the data (fig. 11).

Let us summarize our limited understanding of high Mach number collisionless shocks. Purely electrostatic instabilities do not appear to provide a promising shock mechanism. Purely electromagnetic instabilities, in which a transverse magnetic field is used to scatter incoming ions, can make a shock. The most efficient way to scatter ions is with magnetic field fluctuations distributed on a scale of an ion gyroradius such as would result from a firehose instability. However, if the shock itself can spontaneously produce enough magnetic field, the shock can be thinner than the firehose scale at sufficiently large $M_A$. Modes which mix electrostatic and electromagnetic effects, could also be as
important but are complicated. If the shock is created purely by waves whose phase velocities are small compared to the shock velocity, cosmic ray production seems to be a necessary consequence. The firehose-ion cyclotron instability, which creates Alfvén waves, could provide a situation somewhat like this for $M_A \gg 1$. Though even here, neglect of the motion of scattering centers relative to the fluid is an idealization which possibly overestimates the production of non-thermal particles. The ion-cyclotron instability, and the particle acceleration it implies, seem to dominate the coupling of backscattered ions to the fluid upstream of the earth's bow shock for all ions that are just above thermal energies. The coupling of truly thermal ions to each other, which determines the shock structure, may be more complicated because there is no clear distinction between "beam" and "background". Nevertheless, such a distinction could be made at the leading edge of the shock; if the ion-cyclotron instability governs this leading edge, it may be there that particles are injected into the shock acceleration mechanism regardless of the particular structure deep within the shock. Similarly, the acceleration efficiency, which is nearly independent of the injection rate as long as the latter is enough to drive the acceleration mechanism non-linear, may therefore not depend on the structure of the gas subshock. The composition of accelerated particles, on the other hand, surely depends on shock structure, and this may ultimately set strong constraints on theories.

6.4. Composition of accelerated particles

Many authors have studied the elemental and isotopic composition of cosmic rays in the hope of finding clues about their origin. As described in section 2.5, the abundances of galactic cosmic rays and
solar cosmic rays differ from standard local galactic and photospheric abundances. Hydrogen and helium are underabundant relative to much heavier species ($Z > 10$) by respective factors of about 10 and 20 at a given energy per nucleon, with C, N, O and Ne somewhere in between, suggesting some dependence on mass. In addition, elements with high first ionization potentials appear to be underabundant relative to those that are more easily ionized. For example, Ne, while enhanced relative to protons, is underabundant relative to Na, which has nearly the same mass. There is also some evidence that neutron-rich isotopes of Ne and Mg are enhanced in cosmic rays. Measurements at the earth's bow shock do not resolve elements heavier than carbon, but taken as a group, the heaviest (mainly C, N, O) seem to be five to six times more abundant than protons at a given energy per charge, consistent with a weak enhancement at a given energy per nucleon. The difficulties in tracing the origin of cosmic rays by their abundances include the uncertainties in the composition of the thermal gas at any particular astrophysical location and the fact that the relative abundances of a trace element in cosmic rays could be altered significantly by a relatively small amount of acceleration being carried out in an environment where that element has a very high abundance. The apparent deficiency in elements with a high ionization potential led to speculation that cosmic rays originate out of a gas with temperatures of the order of $10^4$ K, where some but not all elements are ionized. However, this pattern of elemental abundances is also observed in solar cosmic rays. In the latter case, the charge states can be measured and they indicate that the energetic particles originate largely out of a $10^6$ K gas, presumably the solar corona. This has prompted the recent hypothesis (e.g., Meyer [252]) that the solar corona itself is deficient in high first ionization potential elements. The best fits to measurements of composition of the solar wind and the solar corona support this hypothesis [252].

Similar difficulties exist for the hypothesis that galactic cosmic rays originate out of a $10^4$ K thermal plasma. Under such conditions, many refractory elements would be largely in grains. Moreover, the presence of neutrals implies damping of the waves that confine cosmic rays to shocks [130, 131] and shock acceleration beyond a few GeV per nucleon in the presence of neutral hydrogen is difficult under such conditions. This suggests that cosmic rays originate out of the hot ($10^6$ K) phase of the interstellar medium. It may be that this phase has the same composition that is being attributed to the solar corona. Concerning isotopic anomalies in cosmic rays, the overabundant isotope could be coming from astrophysical sites that are extremely rich in them such as the reverse shocks in supernova ejecta, termination shocks in the winds of Wolf-Rayet stars [63], and possibly the interstellar material in sites of young star formation where a supernova shock could encounter material recently enriched by a previous supernova. It has also been suggested [253] that the solar system itself is anomalous in some isotopic abundances as a result of forming in a young stellar association. It would then be deficient in elements that are released by stars that live longer than the association, such as $^{22}$Ne. Given all of the factors that could affect cosmic ray composition, its similarity to standard cosmic composition is perhaps more noteworthy than the differences. (In contrast, consider $^3$He-rich solar flares in which $^3$He, believed to undergo pre-injection [254], is enhanced relative to $^4$He and other elements by many orders of magnitude.) That the injection process leaves standard cosmic rays so similar in composition to the thermal plasma is a strong constraint on the physics of the injection process, and possible variations in the thermal composition due to environmental factors only strengthens this argument. It is unlikely, for example, that cosmic rays are selected from the rest of the thermal population by some reflection process off an electrostatic potential barrier. Such a barrier would reflect light ions far more readily than heavy ones. Strong selective reflection is seen clearly in laboratory experiments. In a detailed compositional analysis of energetic particles at the earth's bow shock, Ipavich et al. [255] report that shocks with the three lowest values of $M_A$ yielded energetic particle populations that were deficient in
He. For shocks with $M_A > 8$, He is enhanced at a given energy per charge by an average factor ranging from 1 to 3 with a mean of 1.7 and with no significant correlation with $M_A$. They suggest that, as is the case in the perpendicular shock simulations of Leroy et al. [221], the electrostatic potential is important at low Alfvén–Mach numbers in reflecting particles, and unimportant compared to magnetic forces for stronger shocks. The diffuse population of energetic particles that is observed for a given event consists of seed particles taken from various points along the bow shock ranging in shock strength, and this may be a source of scatter still remaining in the data. But similar studies for carefully chosen magnetic field geometries (perhaps at lower energies as well) could further extend this very promising line of study. As theories of collisionless shocks and theories of shock acceleration become more closely intertwined, the composition of cosmic rays and the temperatures of the different ion species behind shocks may serve as strong constraints on collisionless shock theory.

The range of helium enhancement observed by Ipavich et al. of 1 to 3 at a given energy per charge should be compared to the value of 3 that results from Ellison’s model [256]. The model also predicts that ionized heavy elements ($Z > 6$) are enhanced by about an order of magnitude, at a given energy per nucleon, for mass to charge ratios typical of heavy elements at ionization temperatures of $10^6$ K. Similar enhancements, relative to the lowest reasonable reference energy in the solution are obtained from analytic theory [257]. Physically, the reason for the enhancement is that partially ionized heavy elements, having a larger rigidity and hence a larger mean free path, see the shock as being thinner and feel a greater velocity contrast across it. The degree to which the acceleration prefers high rigidity elements depends on the degree to which fast particles mediate the shock, so factors that diminish the overall efficiency of non-thermal particle production also diminish this preference. Probably the enhancement is less than predicted by the simplest theory, but apparently not by much. The whole issue needs to be explored in greater detail and it is hoped that more realistic simulations of high Mach number collisionless shocks will include heavy ion species.

Cosmic rays at very high energies, $E \approx 10^{15}$ eV, may be mostly heavy elements, notably Fe [49, 50]. The airshower studies that suggest this preponderance of heavy elements at $10^{15}$ eV measure total energy, and a $10^{15}$ eV iron nucleus has a much lower rigidity than a proton of the same energy. Iron nuclei can therefore be better confined to the vicinity of a shock and indeed to our Galaxy than protons.

We have so far emphasised the acceleration of cosmic ray ions. However in several of the synchrotron sources described in section 2, it is the relativistic electrons that we observe [131, 258]. Now, at a given energy, the Larmor radius of an electron is $\sim (m_e/m_e)^{-1/2}$ smaller than the energy of a corresponding ion and so we expect that electron injection is controlled by waves other than Alfvén modes [259]. However at energies $\geq m_e^2 u_e^2 / m_e$ relativistic electrons should be accelerated by scattering off just the same Alfvén waves as the ions and should exhibit similar spectra to the ions when compared at a given rigidity. The electron–proton ratio which is controlled by the electron injection rate may depend quite sensitively on the detailed shock structure as observations of supernova remnants and extragalactic radio sources seem to indicate.

7. Summary

In this review, we have attempted to summarize both the incentive for understanding high Mach number collisionless shock waves and recent theoretical progress directed towards this end. As we have described, suprathermal ions are abundant at interplanetary quasi-parallel shock waves. They seem, for the strongest of such shocks, to carry away a substantial fraction (>10%) of the incident energy flux in
the frame of the shock, and they are coupled to the bulk fluid flow by low frequency hydromagnetic waves. Observations seem to be semi-quantitatively consistent with quasi-linear theory, the earth’s bow shock having proved itself a valuable laboratory for this and other tests of shock models.

Quite independent arguments have led to the conclusion that the bulk of the galactic cosmic rays are accelerated by middle-aged supernova shock waves. Physical conditions in the interstellar medium are not so dissimilar to those encountered in the interplanetary medium and there is well-founded optimism that understanding of interplanetary shocks can be exported to the interstellar medium and to the even larger scale shock waves associated with double radio sources and the intergalactic medium. With relatively few assumptions, the shock wave theory of cosmic ray origin appears to be in rough quantitative agreement with the observed intensity, spectrum, and composition of high energy particles within these different environments.

More detailed calculations of the cosmic ray distribution function should lead to more precise tests of the theory. It is now possible, in principle at least, to evaluate the spectrum, and the post-shock energy distribution among thermal particles, and the cosmic rays, and the magnetic field strength given the phase velocity and the energy density of the Alfvén waves at all points near the shock (fig. 12). We can make reasonable guesses at the approximate form of these last two quantities, and the answers in some cases are insensitive to them, but in the context of precise quantitative predictions, they must be regarded as crucial, largely unresolved issues.

Fig. 12. The steady state, post-shock particle spectra that are predicted by the full non-linear theory of shock acceleration are plotted for parameters that are typical of young to middle-aged supernova remnants expanding in the hot phase of the interstellar medium. The harder spectrum (a) is for an acoustic Mach number $M$ of 47 and the upstream wave velocity of $0.04u$. The softer spectrum (b) follows for $M = 16$ and $u_0 = 0.04u$, and, to within visual accuracy, the same spectrum follows from $M = 33$ and $u_0 = 0.105u$. In all cases, the high energy cutoff is at $E = 10^{15}$ eV. The upper dotted line (c) represents the spectrum predicted by the test particle theory with a shock compression ratio of 4. The lower dotted line (d) shows the power law spectrum $[N(E) dE \propto E^{-2.7} dE]$ that best represents the observed galactic cosmic ray spectrum. The y-axis displays partial pressure $[\times E^2 \times N(E)]$ in arbitrary units.
observable species at astronomical distances; thermal electrons yielding X-rays, and relativistic ones, synchrotron emission.

Undoubtedly, the highest priority is to develop a self-consistent theory or an accurate simulation of a quasi-parallel shock at the plasma physical level. We have several relevant observations to guide us in this task. Interplanetary studies assure us that at low or moderate Mach number, the shock structure depends sensitively both on the Mach number $M$, the angle between the field and the shock normal $\theta_{Bn}$, and the ratio of the gas pressure to the magnetic pressure $\beta$. In particular shocks with $M$ less than some critical value ranging from 2 to 3 are essentially laminar, whereas higher Mach number shocks are turbulent and can freely inject suprathermal ions into the foreshock. This injection is especially pronounced for the quasi-parallel ($\theta_{Bn} \leq 45^\circ$) shocks. By contrast, the shocks associated with young supernova remnants have large Mach numbers and radio observations give no indication of the difference between quasi-parallel and quasi-perpendicular shocks, such as might be expected to do if the interstellar magnetic has a preferred direction in the neighborhood of the remnant. X-ray observations of these same shocks also tell us that in spite of the existence of solutions in which the background fluid is just compressed adiabatically, its entropy does in fact increase by roughly the factor predicted by the Rankine–Hugoniot relations. There must either be a strong subshock or strong electron heating by the precursor ions and Alfvén waves.

We conclude by listing some specific issues that are being addressed now and are immediately relevant to the theory of shock wave acceleration.

(i) Can we solve the combined cosmic ray transport-shock mediation problem for a specified energy-dependent diffusion coefficient over a sufficient range of energy to model astrophysical shocks? Are approaches based on the kinetic equation (3.36) or those using Monte Carlo methods preferable? Can we make a stationary, numerical simulation of a high Mach number, quasi-parallel subshock making due allowance for the heat flux carried off by suprathermal ions and electrons in the precursor?

(ii) How does Alfvén wave turbulence develop and damp when driven by a strong pressure gradient?

(iii) Given a model of the subshock and pre-existing cosmic rays in the ambient medium, under what circumstances do there exist more than one shock solution for fixed upstream conditions? Which solutions are unstable; and, if there is more than one stable solution, which is likely to be preferred?

(iv) How are suprathermal ion populations in interplanetary shocks observed to vary with $\beta$ and $\theta_{Bn}$ for supercritical Mach numbers?

(v) What is the composition of cosmic rays of energy $T \approx 10^6$ GeV?

It has been realized comparatively recently that understanding the acceleration of cosmic rays and the structure of high Mach number shock waves are intimately related tasks. Future progress depends upon a combined program of numerical simulations and thorough analysis of detailed spacecraft observations in the solar wind. The widespread occurrence of particle acceleration and hypersonic flows in astrophysical environments, strengthens the case for enlarging this program over the coming decade [260].
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