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Abstract

The primary proton spectrum in the kinetic energy range 0.2 to 200 GeV was measured by the Alpha Magnetic Spectrometer (AMS) during space shuttle flight STS–91 at an altitude of 380 km. The complete data set combining three shuttle attitudes and including all known systematic effects is presented. © 2000 Elsevier Science B.V. All rights reserved.

1. Introduction

Accurate measurements of primary cosmic ray spectra, particularly of protons, are important for atmospheric neutrinos studies and studies of neutrino oscillation phenomenon [1,2].

The Alpha Magnetic Spectrometer (AMS) [3] is a high energy physics experiment scheduled for installation on the International Space Station. In preparation for this long duration mission, AMS flew a precursor mission on board of the space shuttle Discovery during flight STS–91 in June 1998. The high statistic measurements of the primary proton spectra by AMS, free from atmospheric corrections, provide reliable information for atmospheric neutrino flux calculations.

In a previous paper [4] we presented the general features of protons in near Earth orbit. Measuring the distribution as a function of energy and latitude enabled us to study the behaviour of the proton flux near Earth. Above the geomagnetic cutoff the observed spectrum can be parameterized by a power law [5]. Below the cutoff a substantial second spectrum concentrated at equatorial latitudes with a flux of \(-70 \text{ m}^{-2} \text{s}^{-1} \text{sr}^{-1}\) is observed. In near Earth orbit, between the atmosphere and the radiation belts, these second spectrum particles follow a complicated path in the Earth's magnetic field. This behaviour is different from that extrapolated from satellite observations in the radiation belts. It is also different from that extrapolated from balloon observations in the upper layer of the atmosphere. A striking feature of the second spectrum is that most of the protons originate from a very restricted geographic region.

In this paper all the available events are used to determine the primary proton spectrum. This increase in statistics enables us to present an accurate determination of the primary proton flux.

2. The AMS experiment on STS–91

The major elements of AMS as flown on STS–91 consisted of a permanent magnet, a six plane tracker, time of flight hodoscopes, a Cerenkov counter and anticoincidence counters. The AMS detector has been described elsewhere [4,6].

For this study, events were collected in three periods during which the shuttle attitude was constrained, within 1°, to keep the AMS positive z-axis pointing within 0°, 20° and 45° of the zenith. The acceptance was restricted to events with an incident angle, \(\theta\), within 38° of the positive z-axis of AMS. The orbital inclination was 51.7° and the geodetic altitude during these periods ranged from 350 to 390 km. Data taken while orbiting in or near the South Atlantic Anomaly were excluded.

The response of the detector was simulated using the AMS detector simulation program, based on the GEANT package [7]. The effects of energy loss, multiple scattering, interactions, decays and the measured detector efficiency and resolution were included.

After the flight, the AMS detector was extensively calibrated at two accelerators: at GSI, Darm-
stadt, with helium and carbon beams at 600 incident angles and locations and $10^7$ events, and at the CERN proton-synchrotron machine in the energy region of 2 to 14 GeV, with 1200 incident angles and locations and $10^8$ events. This ensured that the performance of the detector and the analysis procedure were thoroughly understood.

3. Analysis

Proton events were reconstructed and selected as described in our earlier paper [4]. Then events with rigidity, $R = p/c / Z/e$, well above the geomagnetic cutoff were selected:

$$R > R_C \times (1.2 + 2 \sigma(R_C))$$

where $R_C$ was the maximum cutoff rigidity and $\sigma(R_C)$ was the measurement uncertainty at that rigidity. $R_C$ was calculated in the dipole approximation for one second time intervals along the shuttle trajectory for the measured shuttle attitude. As protons are the dominant components in cosmic rays, after selecting events with $Z = +1$, the proton sample has only minor backgrounds which consist of charged pions and deuterons. The estimated fraction of charged pions, which are produced in the top part of AMS, with energy below 0.5 GeV is 1%. Above this energy the fraction decreases rapidly with increasing energy. The deuteron abundance in cosmic rays above the geomagnetic cutoff is about 2%. To remove low energy charged pions and deuterons, the measured mass was required to be within 3 standard deviations of the proton mass. This rejected about 3% of the events while reducing the background contamination to negligible levels over all energies.

The proton fluxes were derived from the measured counting rates using the acceptance as a function of the proton momentum. Protons with different momenta and directions were generated via the Monte Carlo method, passed through the AMS detector simulation program and accepted if the trigger and reconstruction requirements were satisfied as for the data. The acceptance was found to be 0.15 m$^2$sr on average and only weakly momentum dependent. The acceptance was then corrected following an analysis of unbiased trigger events\footnote{This analysis removes possible systematics of the Monte Carlo method [?].}

The observed primary proton spectrum was verified to be isotropic as seen in Fig. 1a where the spectra in kinetic energy, $E_K$, scaled by $E_K^{2.75}$ are compared for two intervals of incident angle to the detector, $\theta$, and in Fig. 1b, where the average fluxes are shown as functions of the incident angle. Both are in agreement with an isotropic distribution. Therefore the three data collection periods are combined to obtain a data set having a total of 5.6 million primary protons. Given the resulting small statistical errors, further detailed studies of the systematic effects were performed.
Table 1

<table>
<thead>
<tr>
<th>Source</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fast trigger</td>
<td>1.5</td>
</tr>
<tr>
<td>anti trigger</td>
<td>1</td>
</tr>
<tr>
<td>Level3 TOF</td>
<td>2</td>
</tr>
<tr>
<td>Level3 tracker</td>
<td>1.5</td>
</tr>
<tr>
<td>track and velocity fit</td>
<td>1.5</td>
</tr>
<tr>
<td>total</td>
<td>3.5</td>
</tr>
</tbody>
</table>

The first source of systematic error, $e_{\text{sys1}}$, was due to trigger efficiency variations and event reconstruction accuracy variations, both of which are related to the background rates and detector temperatures at different times and at different sample locations and orientations and to the energy deposited by the proton in each detector layer. Above $\sim 20$ GeV this systematic error is nearly energy independent. The calculated average contributions are shown in Table 1, the total error from this origin is 3.5%.

A second source of systematic effects, $e_{\text{sys2}}$, arose from Monte Carlo corrections. These errors are energy dependent but uncorrelated between energy bins. The calculated average contributions are shown in Table 2 and total to 3%. The contributions of $e_{\text{sys1}}$ and $e_{\text{sys2}}$ versus energy are detailed in Table 3.

A third source of systematics, $e_{\text{sys3}}$, is from the unfolding used to obtain the incident differential spectrum from the measured spectrum based on resolution functions obtained by simulation. These errors are bin to bin correlated. As detailed in Table 3, they are typically 1% below $\sim 20$ GeV and reach 5% at $\sim 100$ GeV.

Table 2

<table>
<thead>
<tr>
<th>Source</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>particle interactions</td>
<td>1.5</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>1.5</td>
</tr>
<tr>
<td>proton selection</td>
<td>2</td>
</tr>
<tr>
<td>geomagnetic cutoff</td>
<td>0.5</td>
</tr>
<tr>
<td>total</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Kinetic energy</th>
<th>Flux ± $e_{\text{sys1}}$ ± $e_{\text{sys2}}$ ± $e_{\text{sys3}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.22 – 0.31</td>
<td>(154. ± 1.6 ± 5.9 ± 4.0 ± 1.9) × 10^{-2}</td>
</tr>
<tr>
<td>0.31 – 0.44</td>
<td>(156. ± 9.9 ± 6.0 ± 3.8 ± 1.3) × 10^{-2}</td>
</tr>
<tr>
<td>0.44 – 0.62</td>
<td>(143. ± 5.9 ± 6.0 ± 3.6 ± 1.0) × 10^{-2}</td>
</tr>
<tr>
<td>0.62 – 0.85</td>
<td>(120. ± 39 ± 4.6 ± 3.1 ± 0.2) × 10^{-2}</td>
</tr>
<tr>
<td>0.85 – 1.15</td>
<td>(966. ± 2.6 ± 37 ± 24 ± 6.7) × 10^{-3}</td>
</tr>
<tr>
<td>1.15 – 1.54</td>
<td>(738. ± 1.8 ± 28 ± 18 ± 5.1) × 10^{-3}</td>
</tr>
<tr>
<td>1.54 – 2.02</td>
<td>(513. ± 1.2 ± 20 ± 13 ± 3.4) × 10^{-3}</td>
</tr>
<tr>
<td>2.02 – 2.62</td>
<td>(372. ± 0.8 ± 14 ± 8.9 ± 2.7) × 10^{-3}</td>
</tr>
<tr>
<td>2.62 – 3.38</td>
<td>(247. ± 0.5 ± 9.5 ± 5.8 ± 1.8) × 10^{-3}</td>
</tr>
<tr>
<td>3.38 – 4.31</td>
<td>(161. ± 3.3 ± 6.2 ± 3.7 ± 1.3) × 10^{-3}</td>
</tr>
<tr>
<td>4.31 – 5.45</td>
<td>(101. ± 20 ± 3.9 ± 2.3 ± 1.3) × 10^{-3}</td>
</tr>
<tr>
<td>5.45 – 6.86</td>
<td>(630. ± 1.3 ± 24 ± 14 ± 5.2) × 10^{-4}</td>
</tr>
<tr>
<td>6.86 – 8.60</td>
<td>(378. ± 8.4 ± 14 ± 8.6 ± 3.3) × 10^{-4}</td>
</tr>
<tr>
<td>8.60 – 10.7</td>
<td>(226. ± 5.4 ± 8.7 ± 5.2) × 10^{-4}</td>
</tr>
<tr>
<td>10.7 – 13.3</td>
<td>(135. ± 36 ± 5.2 ± 3.1 ± 1.5) × 10^{-4}</td>
</tr>
<tr>
<td>13.3 – 16.5</td>
<td>(786. ± 2.3 ± 30 ± 18 ± 10) × 10^{-5}</td>
</tr>
<tr>
<td>16.5 – 20.5</td>
<td>(449. ± 1.5 ± 17 ± 11 ± 6.6) × 10^{-5}</td>
</tr>
<tr>
<td>20.5 – 25.3</td>
<td>(266. ± 0.9 ± 10 ± 6.4 ± 4.3) × 10^{-5}</td>
</tr>
<tr>
<td>25.3 – 31.2</td>
<td>(148. ± 2.1 ± 5.6 ± 3.7 ± 2.7) × 10^{-5}</td>
</tr>
<tr>
<td>31.2 – 38.4</td>
<td>(856. ± 2.0 ± 33 ± 22 ± 16) × 10^{-6}</td>
</tr>
<tr>
<td>38.4 – 47.3</td>
<td>(496. ± 2.7 ± 19 ± 13 ± 9.2) × 10^{-6}</td>
</tr>
<tr>
<td>47.3 – 58.2</td>
<td>(284. ± 1.8 ± 11 ± 7.9 ± 5.7) × 10^{-6}</td>
</tr>
<tr>
<td>58.2 – 71.5</td>
<td>(154. ± 1.2 ± 5.9 ± 4.4 ± 3.0) × 10^{-6}</td>
</tr>
<tr>
<td>71.5 – 87.8</td>
<td>(862. ± 8.0 ± 33 ± 24 ± 17) × 10^{-6}</td>
</tr>
<tr>
<td>87.8 – 108.</td>
<td>(494. ± 5.5 ± 1.9 ± 1.3 ± 0.9) × 10^{-6}</td>
</tr>
<tr>
<td>108. – 132.</td>
<td>(290. ± 0.9 ± 1.1 ± 2.8 ± 1.1) × 10^{-6}</td>
</tr>
<tr>
<td>132. – 162.</td>
<td>(164. ± 2.7 ± 63 ± 94 ± 80) × 10^{-6}</td>
</tr>
<tr>
<td>162. – 199.</td>
<td>(939. ± 1.8 ± 36 ± 25 ± 10) × 10^{-6}</td>
</tr>
</tbody>
</table>

Fig. 2 shows the primary proton spectrum with the statistical and three systematic errors combined in quadrature.

4. Verification of the systematic errors

A careful experimental verification of the calculated systematic errors was performed. The calculated error took into account the propagation of the statistical and three systematic errors. We present 6 examples:

1. Fig. 3 shows the flux variation, δ = (flux/average flux) − 1 as a function of energy, for the three
Fig. 2. The primary proton flux. Fitting this spectrum to a power law in rigidity, $\Phi = \Phi_0 R^{-\gamma}$, over the range $10 \text{ GeV} < R < 200 \text{ GeV}$ yields $\gamma = 2.78 \pm 0.009 \text{(fit)} \pm 0.019 \text{(sys)}$ and $\Phi_0 = 17.1 \pm 0.15 \text{(fit)} \pm 1.3 \text{(sys)} \pm 1.5 \gamma \text{ GeV}^{-\gamma} / \text{m}^2 \text{ sr} \text{ MeV})$. In good agreement with our previous result [4].

Fig. 3. Systematic error verification: Flux variation, $\delta$, as a function of proton energy for different shuttle orientations. Errors shown are statistical. The dashed lines show the range of systematic error calculated for this case.

Fig. 4. Systematic error verification: Fluxes averaged above 20 GeV scaled by $E_{K}^{2.75}$ as a function of magnetic latitude. Errors shown are statistical. The dashed lines show the range of the systematic error calculated for this case.

Fig. 5. Verification of systematic: Ratio of the fluxes computed with and without proton selection quality cuts. The dashed lines show the range of the average systematic error calculated for this case.

2. Fig. 4 shows the flux averaged above 20 GeV versus different intervals of the corrected geomagnetic latitude $[8], \Theta_M$, at which the protons were detected compared with the systematic error calculated for this case.

data collection periods, corresponding to the three different shuttle orientations, compared with the systematic error calculated for this case.
3. Fig. 5 shows the ratio of the flux with and without proton selection quality cuts. As seen, the variation is within the systematic error for this case.

4. Fig. 6 shows the variation of the flux, δ, for events which had different lever arms in the tracker, corresponding to the number of tracker planes used in the fit. Again, the variation is within the range of the systematic errors for this case.

5. The systematic error assigned to the unfolding was checked at several energies using the test beam measurements. Fig. 7a shows how the spectrum changes if the unfolding matrix is artificially varied by smearing the alignment between different tracker ladders by an additional 10 μm. At ~ 100 GeV this corresponds to varying the momentum resolution by 15%.

Fig. 7. Verification of systematics: (a) Variation of the flux, δ, computed with a resolution matrix including an artificial smearing of the alignment by an additional 10 μm. (b) Variation of the flux, δ, calculated with two different unfolding methods.

Fig. 8. The primary proton spectrum multiplied by $E_K^{2.5}$ in units of GeV$^{-2.5}$/(m$^2$srMeV) as measured by this experiment (total errors shown) in comparison with some recent balloon based measurements.
6. Fig. 7b gives an estimate of the accuracy of the unfolding method by comparing two completely different deconvolution techniques [9–11]:

6.1. The solution of an overdetermined system of linear equations by a method of converged weights [4].

6.2. ‘Classical’ unfolding by regularization, namely minimization of the function [11]:

\[
\left( \frac{\int f(x') K(x,x') dx' - g(x)}{\epsilon(x)} \right)^2 + \alpha \left( \frac{d^2 f}{dx^2} \right)^2
\]

where \( g(x) \) is the measurement, \( \epsilon(x) \) its error, \( K(k,x') \) is the resolution matrix, \( f(x) \) is the solution and \( \alpha \) is a regularization parameter. This method tends to give a smoother solution, since the searched function is a priori assumed to be a ‘smooth’ one, with the most probable ‘smoothness’ estimated from Bayes’ theorem.

Up to \( \sim 100 \text{ GeV} \) the two methods agree within \( 2–3 \% \). As the unfolding systematics were understood for both methods, the average of the two procedures was used. The input errors for both procedures were the corresponding statistical errors and the systematics of the resolution matrix used in these examples, and in all other cases, the assigned systematic errors were found to be correct.

5. Results

The primary proton spectrum together with the statistical and three systematic errors are presented in Table 3. For comparison with balloon measurements [12–15] the data has been scaled by \( E_k^{2.75} \) as shown in Fig. 8.

Fig. 9. The primary proton flux multiplied by \( E_k^{2.75} \) in units of \( \text{GeV}^{-1.75} / \text{cm}^2 \text{sr MeV} \). The solid rectangles indicate the statistical errors, the error bars indicate the total error. The solid line is the flux used to calculate atmospheric neutrinos [2] scaled by \( E_k^{2.75} \).
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