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Introduction

At the Institute for Creation Research in San Diego, California,
Duane Gish struggles to demonstrate the literal truth of the
story told in Genesis: The universe was created in a week of di-
vine labor, a week that ended with God’s masterpiece, the crea-
ture made in his own image—Man.

A few miles away, at the Salk Institute for Biological Studies,
chemist Leslie Orgel has a good idea of what God was up
against. After a lifetime of trying, Orgel hasn’t succeeded in cre-
ating anything remotely living. But he has spawned a student
who claims it can be done. Within two years.

From the lifeless salt flats of Death Valley, planetary scientist
Chris McKay digs up a spoonful of—life! McKay is impatient to
try his prospecting skills on Mars.

At the summit of Palomar Mountain, in the shadow of the mighty
Hale telescope, Ben Lane fiddles with a Tinkertoy contraption of
mirrors, lasers, and miniature railways. He is a junior member of
a team of scientists who plan to scale up this “optical interferome-
ter” and put it into orbit around the Sun. With it, they hope to see
planets around distant stars, and maybe to find life on them.
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Paleontologists Steven Jay Gould and Simon Conway Morris tus-
sle over the interpretation of some odd-looking, half-billion-year-
old Canadian fossils. What is Life’s guiding principle, they ask:
Chance or Necessity?

At the seT1 (Search for Extraterrestrial Intelligence) Institute in

Mountain View, California, radio astronomer Jill Tarter listens

to the radio babble of the cosmos. Somewhere in the noise, she’s

convinced, is a message. And the champagne sits ready in her
refrigerator.

On a lonely road in central Nevada, Glenn Campbell sees a

string of “golden orbs” light up the night sky. Smoke is rising

from them. Do flying saucers have diesel engines?

% At Carnegie Mellon University, roboticist Hans Moravec intro-
duces us to his latest offspring. “This is Uranus,” he says
proudly. “It may have to tow its brain behind on a trolley.”
Uranus, Moravec believes, is the ancestor of living machines
that will make humans superfluous.

“% At ucla, astronomer Ned Wright measures ripples in the after-

glow of the “Big Bang.” Was it really just a “Little Bang”—one

Creation out of many that, quite by chance, brought forth a life-

friendly universe?

>

3t

These people have little in common, except this: Each is responding in
his or her own way—with denial, with fantasy, or with scientific der-
ring-do—to a revolution in human thought. A revolution that knocked
us off our throne at the hub of a wheeling universe and exiled us to a
remote and humble planet, there to lament our downfall, or perhaps
to plot a comeback.

That revolution didn’t happen yesterday: it took place gradually over
two millennia and more. But it had its grand moments. As when a
Greek philosopher saw a curved, eclipsing shadow veil the Moon’s
face, and understood its meaning: Earth is round. As when
Copernicus removed that round Earth from the center of all things
and sent it in looping journeys around the Sun. As when Newton saw
the apple fall—and saw a mechanical universe in which apples, can-
nonballs, and planets all moved by the same law. As when Darwin
mapped our descent from four-legged, from legless, from microscopic
creatures—a descent guided by chance and the struggle to survive. As
when Crick and Watson reduced genetics to chemistry.

One of those moments—the discovery that the Earth orbits the
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Sun—towers above the others, as far as its intellectual achievement
and impact are concerned. Copernicus himself was deeply conserva-
tive. He was inclined to minimize the philosophical or religious im-
portance of demoting the Earth to a mere planet. “Although it is not at
the center of the universe,” he wrote in the first volume of De revolu-
tionibus orbium coelestium, published in 1543, “nevertheless its distance
from the center is still insignificant, especially in relation to the sphere
of fixed stars.” And (without his knowledge) a preface was added to the
book that made it seem as if Copernicus’s theory was intended as a
mere mathematical contrivance, not as an actual description of reality.
But neither his own caution nor the machinations of his publisher
could cushion the shock caused by the book.

That shock crossed all cultures and infiltrated every recess of
human thought. “Humanity has perhaps never faced a greater chal-
lenge,” wrote the poet-scientist Goethe, three centuries after the event.
“For by his admission [that the Earth is not at the center of the uni-
verse], how much else did not collapse in dust and smoke: a second
paradise, a world of innocence, poetry and piety, the witness of the
senses, the conviction of a religious and poetic faith.... No wonder that
men had no stomach for all this, that they ranged themselves in every
way against such a doctrine.”

How contrary to our senses, how opposite to our intuition, is the
way things really are! Tycho Brahe, the brilliant Danish astronomer,
expressed every human'’s instinctive response to Copernicus when he
declared that “the body of the Earth, large, sluggish, and inapt for mo-
tion, is not to be disturbed by movement.” But our senses and our in-
tuition are the product of our species’s brief existence here, at the in-
terface of earth and air, not of a billion-year voyage across the cosmos.

Just thinking about those distances makes the mind reel. We're de-
signed for close-in stuff—threading needles, hand-to-hand combat,
throwing stones. By comparing the inputs from our two eyes, set a
couple of inches apart in our heads, our brains figure in a flash what is
closer and what is farther away. But no amount of staring tells us what
star is closer than another.

Then Copernicus had a bright idea: If the Earth goes around the
Sun once a year, he said, let's measure the positions of the stars in
January, when the Earth’s on one side of the Sun, and in July, when
it's on the other. It would be like having eyes spaced as wide as the
Earth’s orbit. Surely, he thought, we'll see a difference between the
two views—parallax, as we call it now. But no one could detect such a
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difference, even with that giant’s gaze. So if the Earth truly orbits the
Sun, even the nearest star must be incredibly, absurdly far away.
“Consequently I shall not speak now of the vast space between the orb
of Saturn and the Eighth Sphere [the fixed stars] left utterly empty of
stars by this reasoning,” wrote Brahe. (And why did he “not speak” of
the thing he spoke of? Because there was an even more persuasive ar-
gument against Copernicus’s theory: It was against the authority of
Holy Writ.)

But the stars are incredibly, absurdly far away—even the nearest
one. Proxima Centauri, an invisibly dim red star in the southern sky,
has that honor: it is 40,000,000,000,000 kilometers away from us.
Even if you could travel at the speed of light—which you couldn’t—it
would be a four-and-a-quarter-year journey. The distance to Proxima
Centauri was figured out by the same method that failed the as-
tronomers of the sixteenth century. The idea was right, but the tools
weren’t up to it. There were no telescopes.

And what about the farthest star? For a long time the Milky Way
was the universe, and the farthest star was on the far side of it. But
then, in the 1920s, came another shock, almost the equal of the one
delivered by the Polish canon. Fuzzy patches in the night sky proved to
be other “island universes,” other galaxies. And galaxies assembled
themselves into clusters, and clusters into superclusters, and these in
turn receded to unfathomable distances. The farthest objects we have
observed lie about 100,000,000,000,000,000,000,000 kilometers
from Earth. 1023 kilometers, to squeeze those zeroes to a superscript.
A 12-billion-year journey at the speed of light.

“The eternal silence of these infinite spaces frightens me,” wrote
Blaise Pascal, when only the tiniest fraction of that truth was known.
What was the point of so much space? Why, if the universe was made
for us, did it stretch so far beyond our reach? What could one fill it
with, to take away its fearful emptiness, to give it purpose, human rel-
evance, warmth?

Life!

The search for inhabited worlds began with Copernicus. Not that
the notion hadn’t been around long before. Lucretius, the Roman dis-
ciple of the Greek Atomists, spelled it out in the century before Christ:
“We must therefore admit again and again,” he wrote, “that elsewhere
there are other gatherings of matter such as is this one which our sky
holds in its eager embrace.... Now if the atoms are so abundant that all
generations of living creatures could not count them, and if the same
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force and nature remains with the power to throw each kind of atom
into its place in the same way as they have been thrown here, you must
admit that in other parts of the universe there are other worlds and
different races of men and species of wild beasts.” And the Scholastic
philosophers of the Middle Ages had wrestled with the notion of
“other worlds.” Aristotle had denied such a possibility, for sure, but
how could a Christian do so without limiting God’s omnipotence?

But for Lucretius, and for all the pre-Copernican thinkers, “other
worlds” were profoundly unreachable. They existed in a “beyond” that
was by definition outside the limits of our senses, for everything
within those limits was part of “our” world. Perhaps they were merely
potential worlds—worlds that God could create (for he could do any-
thing) but in his infinite wisdom chose not to. They were certainly not
things one could see or point to. Least of all were they stars, for those
were merely the lights in “our” night sky.

It was Copernicus’s discovery that breathed life into the visible uni-
verse. For if the Earth revolved around the Sun, in an orbit like a
planet, might not the planets in turn be like the Earth—large, solid,
washed by rivers, fertile, forested, even inhabited? And hard on
Copernicus’s heels came Galileo with his little telescope, and saw the
rocky surface of the Moon, and Jupiter's moons, and the moonlike
phases of Venus, and the rings of Saturn. The planets were places, not
points; that was the electrifying news borne by Galileo’s “Starry
Messenger” (Siderius nuncius, the title of his 1610 book). They were
places one could dream of visiting or receiving visitors from.

And the stars? That was Giordano Bruno’s work—to make them
into “worlds.” In 1584, twenty-five years before Galileo built his tele-
scope, the mystical priest published the work whose title said it all:
De linfinito universo e mondi—Of the infinite universe and worlds. The
stars were suns, made small and faint by distance, and there was no
end to them. And around those suns orbited planets, as around our
own. And on those planets was life.

Bruno died at the stake, and Galileo recanted when he was shown
the rack. But there was no getting this genie back into the bottle.
Kepler—he who took the perfect circles of Copernicus and bent them
into impure ellipses—claimed to make out the caves where the moon
people dwelled, and he wrote a whole fantastical book about their lives.
And he wasn’t the last astronomer to spot the work of extraterrestrials.
In the eighteenth century, William Herschel—the discoverer of
Uranus—saw cities, thoroughfares, and pyramids where Kepler had
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seen only caves. At the end of the nineteenth century came the canals
of Mars. They were originally described as indistinct “channels” by an
Italian, Giovanni Schiaparelli; but an American, Percival Lowell, later
identified them as a complex system of artificial waterways, the work of
a civilization fighting to survive on a desiccating planet.

This was what the astrononomers—the professionals—had to say.
What laypeople had to say would fill many books, many genres, fact
and fiction. Martians attacking the Earth or bringing otherworldly wis-
dom. Close encounters of the first, second, and third kinds. Contact.
And governments became involved. In an astronomical folie & deux,
the mad King George gave Herschel ever-larger telescopes, the better
to see the cities on the Moon. Lunatics chasing Lunarians! Fast-for-
ward two hundred years, and extraterrestrial life has become a leitmo-
tiv of the Us space program, a central justification for expenditures in
the billions of dollars.

Let us make our own positions clear. As two scientists—an as-
tronomer and a biologist—we are professional skeptics. We know of
no direct evidence that a single living organism exists or has ever ex-
isted anywhere in the universe, outside of Earth. We doubt that any in-
telligent extraterrestrial has ever visited our planet in the past or will
do so in the foreseeable future. As much as humanity may yearn for
an end to its cosmic loneliness, that yearning alone will not turn gray
planets green or spark chatter from silence. We must admit the possi-
bility that we are alone forever.

But from that safe haven of skepticism, may we not venture out a
way into the rough seas of speculation? For while nothing is certain,
the possibilities are extraordinary—surely great enough to hazard a
voyage or two. And even a negative result would be extraordinarily
significant.

As a scientific discipline, the study of life in the cosmos is some-
times known as exobiology—“the study of life outside.” But because
our knowledge of terrestrial life is so crucial to the broader question of
life in the universe, the term cosmic biology may be a better one. That
way, terrestrial life is included, not excluded. It becomes an example, a
specimen, not just an analogy or model. It gives us an “n of 1,” as sci-
entists like to say. Not a cornucopia, certainly, but far better than an “n
of zero.” The task, then, is to deduce from what we know of life on
Earth the truly general principles of biology—principles that have
shaped us in ways we now barely understand, and that apply wherever
life may arise.
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So terrestrial biology is one foundation of cosmic biology, and the
other is astronomy, along with its infant child, space exploration. For
it is astronomy’s task to describe the habitats of cosmic life, and per-
haps eventually to find life in those habitats. Cosmic biology means
putting biology and astronomy together and forging a new science.

We will start our quest by asking: How does a Life get started? (And
by the capitalized word ‘Life’ we mean an entire system of interde-
pendent living things, linked by common descent, such as our own
here on Earth.) What are the building blocks from which a Life is
born, where do those building blocks come from, and how do they put
themselves together to make the first fledgling creatures? Then, in
Chapter 2, we explore the range of environments which our terrestrial
Life can tolerate, to gain a feeling for the adaptibility of life and for the
kinds of environments in which we may hope to find life elsewhere.

Bearing that knowledge in mind, we finally take off from Earth, in
Chapter 3, to explore the solar system. We look for possible homes for
life, and examine the evidence for and against the idea that a Life ex-
ists or once existed on at least one body in our solar system besides
Earth. In Chapter 4, we leave the solar system behind and enter the
dusty clouds where stars are born. Is it possible, we ask, that nascent
stars gather the raw materials of life from the emptiness of deep
space? And does the process of starbirth regularly give rise to planets
too? Then, in Chapter 5, we describe the search for planets around
other stars—a search that has just recently been rewarded, though in
the most unexpected ways.

Complexity and evolution are the themes of Chapter 6: How do
simple organisms get more complicated? Are there “rules” that guide
a Life’s development, here on Earth or elsewhere? And if so, do such
rules tend toward complexity, interdependence, and intelligence? Or
are we, as intelligent social beings, merely another example of
Nature’s penchant for creating oddities?

The thought that intelligence might be widespread in the universe
leads inevitably to the desire to communicate—to seT1 (the search for
extraterrestrial intelligence). That enterprise is the theme of Chapter 7.
Then, in the following chapter, we ask: Are aliens visiting Earth right
now? What, in other words, are uros?

In Chapter 9, we row into a Sargasso of speculation, asking whether
life as we know it is all there is. Are there Lifes based on quite different
chemical principles than our own, or perhaps not based on chemistry
at all? And what about ‘artificial life’? Is a computer conscious? Are
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digital organisms alive? Will robots take over the biosphere from
“squishy” creatures like ourselves?

In the final chapter, we delve briefly into the arcane world of mod-
ern physics. As we broaden the horizons of “our” world, embracing
first the Moon and planets, then the stars, and finally the entire ob-
servable universe, are we seeing everything there is, or are there
worlds that are truly and forever beyond our ken, as the ancients be-
lieved—worlds whose existence follows, not from direct observation,
but from cosmological theories? And if so, does our world have some
special status as a possible home for life?

At the root of the search for life is the tension between two ideas.
One idea is what Carl Sagan called the “principle of mediocrity.” This
is the idea, deriving from the Copernican Revolution, that there is
nothing special about our view of the universe; that what we see
around us, including life, is likely to be replicated over and over, not in
detail but in wonderful diversity. The universe, according to this no-
tion, is a starlit garden to which we need only find the gate.

The opposing idea is that we do indeed have a privileged view of the
universe—a view conditioned by our role as viewers. At the extreme,
this idea can include Creationism, but it can also simply be the aware-
ness that we should not infer conditions elsewhere from what we see
here, because life must exist here. Earth is not a random sample of all
planets, but a planet that had to have life, in order that we be here to
think about it. If there were only one inhabited planet in the whole
wide universe, we would be on it! And it would not seem unusual to us
until we had searched the rest of space and failed to find our peers.

Although the Copernican viewpoint seems to favor the principle of
mediocrity, there have been scientific findings that are not entirely
supportive of it, at least in its most general application. In the 1930s,
Edwin Hubble, perched on a rickety chair on a mountaintop behind
Los Angeles, took the measure of the stars and found them to be in
flight from us and from each other. Later that expansion was under-
stood as the residue of a Big Bang that happened a mere 15 billion or
so years ago. This discovery raises a difficulty that did not exist when it
was possible to believe in an infinitely old universe, for if we are not
special in space, we do at least seem to be special in time. Of course,
one can get around this difficulty. It is possible, for example, that our
cosmos is not all there is—that we are a mere momentary bubble in a
froth of endless Becoming. But a timeless cosmos would have been
easier.
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No amount of learned discussion, only observation, can tell us
which idea is closer to the truth. And that is where the excitement is
today. Whether the rationale is right or wrong, the search for life in the
cosmos has become Big Science and Big Engineering, involving our
brightest minds and most expensive hardware.

Hic sunt dracones—“Here be dragons”—wrote the cartographers of
old, to fill in the still unexplored lands of Earth. The same sense of
mystery, the same lure to adventure, now colors the unexplored lands
of the cosmos. Welcome to the dragon hunt.

SUGGESTED READING
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University Press, 1986.
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Origins
How Life on Earth Began

frontage road in Santee, California, a nondescript suburb tucked

among the low hills east of San Diego. We pull into the mu-
seum’s forecourt and park backward in our space, thus concealing the
“Darwin fish” that adorns the rear of the car. We feel a slight anxiety.

The receptionist is a pleasant elderly gentleman, who nevertheless
increases our unease by asking, “You're not reporters, are you?” “No,
no,” we assure him truthfully, but it feels perilously close to a false-
hood. A sense of transparent culpability, not experienced since
Sunday school decades ago, accompanies us into the exhibition
rooms. For this museum raises one of the most profound questions
that humanity can ask—Where do we come from?—and offers an un-
ambiguous answer: Scientists like ourselves have got it all wrong, and
the Bible has got it exactly right.

We move through a series of small halls, named for the Six Days of
Creation. In the first, light is divided from the darkness; in the second,
a firmament appears; in the third, the seas are divided from the dry
land. All this is visualized with the help of rather schematic artwork, to
the accompaniment of classical music. Things get a little more ani-

The Museum of Creation and Earth History stands on a freeway
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mated on the Fourth Day with the appearance of the heavenly bodies:
~asa-supplied color photographs reveal the beautiful and unexpect-
edly diverse faces of the planets and their moons. But the hall of the
Fifth Day really comes alive: there’s an aquarium with real fish and an
aviary with real birds, although the birds’ trills and warbles are piped
in. The next hall has even more living creatures: a poisonous-looking
frog, a snake (or its shed skin, at least), and even a herd of giant
Madagascan cockroaches. And humans, of course—represented by
their skulls. For the Sixth Day was the culmination of Creation, when
God created Man in His own image and gave Man dominion over the
Earth. In the next hall, the significance of the Seventh Day is ex-
plained: God rested from His labors, thus marking the end of the pe-
riod in which He created the universe and the beginning of the period,
still continuing today, in which He actively upholds His Creation.

The Seven Days of Creation by no means exhaust the museum’s ex-
hibits. Other rooms take us inside Noah’s Ark, to the eruption of
Mount St. Helens, to the Grand Canyon, to the interior of a glacier.
We see the tower of Babel and pass through the Ishtar Gate, and we
file down a corridor between portraits of creationists on the left, and
evolutionists on the right—the saints and sinners of the Great Debate.

If the museum based its case simply on a divinely inspired faith in
what the Bible says, it would be of limited interest to us. But far from
it: The museum’s whole purpose is to show how we can deduce the
truth of the Bible story from objective study of the world around us—
from science, in fact. It could properly be called the Museum of
Natural Theology, for that is the name of the venerable branch of phi-
losophy that seeks to recognize God through Reason and the study of
His Works.

In making this case, of course, the museum has to face serious ob-
stacles. Because of the detailed genealogies recounted in Genesis, the
museum needs to place the beginning of all things no more than
about 10,000 years in the past, while most astronomers and cosmolo-
gists claim that our universe is a million times older. The museum
must compress into a mere six days processes that, in the view of the
majority of scientists, took more than ten billion years. And it must
make intentional what most scientists consider, in a deep sense, acci-
dental.

The museum does not shirk this challenge. It expresses open an-
tipathy toward Christians who try to smooth over the gulf by, for ex-
ample, asserting that the “days” of Creation were metaphors for

12
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longer periods of time: that they were in fact “ages” or “eons.” No,
“days” were days—periods of 24 hours.

It also rejects the strategy, favored by some Christian groups, of
pushing God’s creative role backward in time, allowing the latter part
of Creation to go forward by purely natural processes. Some believe,
for example, that God lit the spark of life on Earth but allowed natural
selection to do the job of getting from microbes to humans. This, in
fact, was the view publicly espoused by Charles Darwin, though his
private beliefs, as we shall see later, were different. With discoveries in
physics and astronomy, there has been pressure to push God’s role
back even further. The British cosmologist Stephen Hawking, in his
book A Brief History of Time, tells how he attended a scientific meeting
at the Vatican at which the Pope admonished the conferees not to dis-
cuss what happened before the Big Bang, because that was God’s
province. Yet Hawking’s lecture at the conference concerned the pos-
sible circularity of time, a hypothesis that, if true, would make the
phrase “before the Big Bang” meaningless!' The Museum of Creation
wisely refuses to set foot on the slippery slope of biblical revisionism.

How then, does the museum propose to explain the apparent dis-
crepancies between the Bible story and the usual teachings of science?
There are several basic points. One is that, according to the museum,
God created all things, including living creatures, in a fully function-
ing, mature state. Thus, Adam and Eve were created as normal adults,
in possession of navels, for example—just as they are portrayed by
Diirer and a hundred other artists. But seeing their navels, we think of
umbilical cords and therefore assume that Adam and Eve were once
fetuses—which they were not. And seeing the Tree of Knowledge, we
assume that it was once a seed, and so on. There is the deceiving ap-
pearance of a past.

The same phenomenon, the museum argues, could explain how
stars appeared in the sky on the Fourth Day, even though it would take
many years for photons, traveling at the speed of light, to reach us
from the newly created stars. God may have created a “functionally
mature” state, including both the stars and the entire stream of pho-
tons traveling from it to us, in a single act. But seeing the photons, we
naturally imagine that they originated from the star many years previ-
ously.

Of course, this line of thought can lead us into dangerous territory.
Is it not equally possible that the universe is much younger than the
Bible tells us? Perhaps God created the universe just a few hours or

13
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minutes ago, rather than 10,000 years ago? That vivid memory we
have of reading this morning’s newspaper, and every earlier mem-
ory—were they perhaps implanted in our brains to make us “func-
tionally mature”? Do our past lives resemble those wildlife dioramas
we loved as children: a couple of stuffed gazelles up front, and the rest
painted on the backdrop? How to distinguish reality from illusion be-
comes an insoluble dilemma, once one posits the intentional creation
of “mature” systems.

The museum presents a second line of argument to explain the dis-
crepancies between creationism and conventional science. Most scien-
tists, it argues, assume that natural processes have always occurred at
the same rate. If the half-life of a radioactive isotope (the time required
for half of the atoms to decay into other atoms) is now a million years,
it was always a million years, because the physical laws that control ra-
dioactive decay have not changed since atoms first existed. But, the
museum reminds us, we can’t go back into the distant past and meas-
ure the decay rate then; therefore, the assumption of a constant rate is
unjustified, and so is any finding based on that assumption, such as
the age of a rock or of a fossil embedded in that rock. The Seventh Day
of Creation, when God rested, was one particular time when the rates
of physical processes might well have changed. Before then, light may
have traveled at infinite speed, for example, thus providing an alterna-
tive explanation for how stars were seen on the day they were created.

As a matter of fact, it is not quite right to say that scientists simply
assume the constancy of process rates. Many processes on Earth, such
as the rate of deposition of sedimentary rocks, have been shown to
vary greatly over time. Even the constancy of the great “constants,”
such as the strength of the gravitational force, is open to scientific de-
bate: there are cosmologists who have developed models in which the
force of gravity has changed since the Big Bang. But we can study
process rates in the past with the same kinds of certainties and uncer-
tainties with which we study them today. Some kinds of radioactive
decay, for example, leave permanent tracks in rocks—rocks whose age
can be estimated by other means, such as their degree of weathering
or chemical transformation, their position in a sedimentary series,
and so forth. One can count these tracks and thus determine whether
the process of radioactive decay took place at the same rate in ancient
times as it does today. In the end, our knowledge of process rates in
the past is built on the mutual consistency of events that happened
then, just as our knowledge of process rates today is built on the con-
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sistency of events happening now. To believe that the apparent great
age of the universe is an illusion caused by decreasing process rates is
really to say that time itself ran faster in the past—an assertion that be-
longs to metaphysics, not science.

Finally, the museum confronts the findings of conventional science
by contesting the findings on science’s own terms—Dby getting into the
nitty-gritty of the data and challenging every piece of evidence, and
every interpretation, that runs counter to the Bible story. Does radio-
metric dating of rocks at the bottom of the Grand Canyon prove them
to be a billion years old? No, because if one applies the same technique
to obviously recent lava flows near the canyon’s rim, one gets an even
earlier date—or so the museum’s experts allege. Therefore the dating
technique is patently untrustworthy. Did the dinosaurs go extinct
65,000,000 years ago, as the fossil record suggests? No, because di-
nosaurs were frequently and unambiguously sighted by humans—
they called them “dragons”—as recently as the Middle Ages. Dinosaur
fossils, like all other fossils, are merely the remains of the animals that
drowned in Noah'’s Flood. Others survived, either by swimming or by
being taken on board the Ark. At the museum, a painting of the Ark’s
interior shows what seems to be a stegosaurus lounging peaceably in
its stall. The accompanying panel goes through the arithmetic to show
that the Ark was plenty big enough to hold all 50,000 “kinds” of ani-
mals.

The Museum of Creation is an offshoot of the Institute for Creation
Research,2 whose offices are located in the same building, and the
Institute’s Senior Vice President, Duane Gish, is a Berkeley-trained
biochemist who yields to no one in the discussion of scientific minu-
tiae, whether it be the proper interpretation of an indistinct band in a
sedimentary rock or the assessment of transitional forms between var-
ious fossil hominids. Woe to the “evolutionist” who agrees to debate
Gish on a college campus or at a church meeting: he or she will be
buried under an avalanche of particularities that collectively obliterate
the conventional scientific worldview. Gish and the institute’s
founder, Henry Morris, have written a series of books that promote
creationism as a science and label the theory of evolution a “reli-
gion”—and a false one, to boot. Of course, creationism should be
taught in schools.

Where does the institute stand on extraterrestrial life? Bill Hoesch,
the institute’s Public Relations Officer, tells us that nonintelligent
life—such as microbes—poses no problems. Creationists do not have
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the same need for them that “naturalists” do, since the Creator might
well have chosen to put life on the Earth alone. But there is nothing to
say that microbes do not exist elsewhere. With intelligent life it’s a
different story, especially if that life is in an “unfallen” state. In retri-
bution for mankind’s Original Sin, God put His Curse on the entire
universe, Saint Paul tells us in Romans 8:22 (“For we know the whole
creation groaneth and travaileth in pain together until now”). If inno-
cent extraterrestrial creatures are laboring under this Curse, it would
raise the question of whether God had acted unjustly. “That would
raise some hoary theological problems for us,” Hoesch says. So cre-
ationists doubt that such beings exist.

As we leave the museum and stand blinking in the afternoon sun-
light, we have the sense of having torn ourselves free from a dark web
of unreason, a web that might have held us in its threads until the
brains were sucked out of our skulls. We feel the impulse to flag down
one of those trucks hurtling by on Route 67, to breathlessly recount
our trip to Eden and the saurian Ark, as if we had just returned from
an alien abduction. Surely the driver would comfort us with the assur-
ance that everything we saw and heard was an illusion?

Perhaps not. Creationism, in one form or another, is the majority
worldview. Most people believe that the universe was brought into ex-
istence by divine intention, and about 40 percent of the population of
the United States, according to a 1991 survey by U.S. News and World
Report, believes in the literal truth of the Genesis story. Henry Morris,
Duane Gish, and their colleagues at the Institute for Creation
Research are unusual only in the fervor with which they explore the
ramifications of that belief.

Of course, the Museum of Creation does represent something of an
extreme position within theology. Natural theology, as practiced today,
has many different perspectives on the identity of God and His role in
the creation of the universe and life. For example, one school of liberal
theology speaks of God as a process that is coming into being, rather
than as a substance coexistent with but transcendent over matter.
Process theologians, and many other liberal theologians, would not
dream of contesting the date that dinosaurs went extinct, or any other
scientific findings related to our origins. Our purpose in visiting the
museum was not to gain an overview of current theological perspec-
tives, but to sample the least naturalistic among them, in order to pro-
vide a contrast with what follows: The effort to explain the origins of
life by natural processes.
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Lucretius, whose belief in extraterrestrial life we mentioned in the
Introduction, had an uncompromisingly naturalistic view of Creation.
The gods exist, he said, but they are irrelevant. Our world assembled
itself spontaneously, by the aggregation of atoms moving through a
boundless extent of space. No Prime Mover was needed. Nor did the
origin of life require divine intervention. “As I believe,” he wrote, “no
golden rope let down living things from on high into the fields ...
rather, this same earth that now nourishes them from herself gave
them birth.”

To explore this alternative vision, we visit the beachside community
of La Jolla, 15 miles and a world away from the Museum of Creation.
For La Jolla is home to the science-focused University of California,
San Diego (ucsp) and to a host of satellite institutes and research cor-
porations. Here we call on a group of five scientists—]Jeff Bada,
Stanley Miller, Gustav Arrhenius, Leslie Orgel, and Gerald Joyce—
who are the closest thing to disciples of Lucretius that one may hope to
find in the world today. Not that they are concerned with the entire
panoply of Creation. It’s that “golden rope” part that obsesses them.
Can one explain the origin of life without it? It turns out to be a
Herculean undertaking.

The group is called the Nasa Specialized Center of Research and
Training in Exobiology, one of a pair of such centers in the us. Yet the
La Jolla scientists actually devote the bulk of their attention to terres-
trial life—to “endobiology,” if you like. “Certainly, our effort is to
figure out how life began on Earth,” the center’s Director, Jeff Bada,
tells us. “But of course that provides a model for everything else.
Admittedly, we're biased by what we know about life on Earth. But I
think the consensus is, if we can understand the processes that lead
up to the origin of life, then given the proper conditions, it will proba-
bly be a universal process.”

Jeans clad, with weather-beaten face and graying beard, Bada could
be mistaken for an aging sailor. In fact, his research has taken him
onto the high seas—he has sampled fluids emitted by deep-sea vol-
canic vents, for example. His office is no more than a few hundred feet
from the ocean, at the Scripps Institution of Oceanography. And the
ocean, Bada and his colleagues believe, is where life most probably
originated.

“Water is best,” said the first philosopher, Thales of Miletus, about
six centuries before Christ. Water gave rise to all things, he claimed,
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including life—and certainly, water seems like the most natural place
for a Life to get started: it’s an excellent solvent, and there’s plenty of it,
on Earth at least. But water alone isn’t enough. Terrestrial life is made
of carbon-containing molecules—organic compounds—many of
which also contain nitrogen, oxygen, and other elements. And assem-
bling these molecules takes energy.

As mentioned earlier, Charles Darwin publicly expressed a belief
that Earth’s first creatures were divinely made. Perhaps he felt that he
had rocked the boat sufficiently with his theory of evolution—that he
would endanger the seaworthiness of his whole enterprise if he went
further. But in a private letter, written in 1871, he did put forward the
idea that life arose spontaneously, “in some warm little pond, with all
sorts of ammonia and phosphoric salts, light, heat, electricity, etc.
present.”

If so, what were these chemicals and where did they come from? In
1936 the Russian chemist A.I. Oparin suggested an answer. The
Earth’s early atmosphere, he proposed, was rich in ammonia (NH;)
and methane (CH,), and lacked oxygen. In this “reducing” (hydrogen-
donating) atmosphere, a large variety of organic molecules formed
and were washed by rain into the ocean, gradually building up a “pre-
biotic soup.” (The “soup” metaphor was actually introduced by the
British geneticist J.B.S. Haldane, who had been thinking independ-
ently along the same lines.) The very first organisms, Oparin believed,
were extremely simple: they didn’t need to have complex metabolic
pathways because everything was available in the soup—Dboth mole-
cules to make up their structure (such as amino acids) and molecules
to break down for energy. It was the ultimate free lunch. Eventually, of
course, the goodies ran out, and organisms had to learn how to make
an honest living. However long that initial period may have lasted—a
hundred thousand years, a million years, ten million years—it could
have been no more than a moment in the Earth’s history.

One of the La Jolla scientists, Stanley Miller of the ucsp Chemistry
Department, tested Oparin’s ideas in the laboratory. In 1952, as a grad-
uate student working in the laboratory of Harold Urey at the
University of Chicago, Miller performed an experiment that made
him famous and established origin-of-life research as an experimental
science.’ He tested Oparin’s hypothesis by (1) filling a flask with a “re-
ducing atmosphere” (he chose a mixture of methane, ammonia, and
hydrogen gas—H,) over an “ocean” (a cupful or so of water) and (2)
subjecting the milieu to “lightning strikes” (electrical discharges).
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After a week, he analyzed what was in the water and found glycine and
alanine—two of the amino acids that are building blocks of proteins.
Subsequent experiments of a similar kind have revealed that a wide
variety of amino acids, as well as the nucleosides that are the building
blocks of DNA and RN, are readily formed in experiments of this kind.
Thus, Miller’s work suggested that the building blocks of life were in-
deed there, free for the taking, in the Earth’s primordial ocean. It was
just a matter of putting them together into an organism.

Asked what it was like to have performed such a famous experiment
while a graduate student, Miller tells us: “I'm sure it helped my career.
But in terms of famousness—I don’t know. A lot of people felt that it
wasn’t really science. It was attacking a problem that people didn’t
think about.”

With the passage of the years, however, Miller has evolved from rad-
ical wunderkind to conservative defender of a possibly outmoded the-
ory. This is on account of changing views about the composition of the
Earth’s early atmosphere. To understand this change, we must take a
look at how scientists think the Earth and its atmosphere were created.
According to current consensus, the Earth formed by the gathering to-
gether (“accretion”) of smaller objects, or “planetesimals,” in the disk
of gas and dust orbiting the evolving Sun, 4.6 billion years ago. The
main period of accretion lasted about 100 million years. During this
period, the heat generated by frequent impacts kept the Earth in a
molten state. For several hundred million years after that, sporadic
large impacts probably prevented life from establishing itself. One
such impact—by an object at least as large as Mars—is thought to
have kicked a large amount of material from the Earth’s mantle into
orbit around the remainder of the planet. This orbiting material even-
tually accreted to form the Moon.

It was once generally believed that the Earth’s original atmosphere
was drawn directly from the disk of gas and dust from which the solar
system formed. If so, it would have resembled the present atmosphere
of Jupiter and Saturn, being rich in hydrogen and hydrogen-contain-
ing molecules, such as ammonia and methane, and lacking molecular
oxygen (O,). This would have been a strongly reducing atmosphere
and would have been appropriate for the synthesis of organic com-
pounds by the methods that Urey and Miller proposed. But according
to the majority of contemporary researchers, the Earth was too small
to attract or hold on to such a primordial atmosphere. Instead, the first
atmosphere was composed of volatiles that were released from in-
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falling planetesimals as they crashed into the magma ocean and were
vaporized, or of volatiles that were outgassed from volcanoes. The
main gases produced by these processes would probably have been
water vapor, nitrogen, carbon monoxide (CO), carbon dioxide (CO,),
and hydrogen. Hydrogen, however, is light enough to escape from the
atmosphere into space and, therefore, would not have accumulated in
significant concentrations. Compounds such as methane and ammo-
nia, if they were generated at all, would likely have been kept at very
low concentrations by the destructive effect of the Sun’s ultraviolet ra-
diation.

Geochemists have had a much harder time figuring out how or-
ganic molecules could have been generated in this neutral or mildly
reducing atmosphere, compared with the strongly reducing atmos-
phere favored by Oparin, Urey, and Miller. It’s not completely impos-
sible. Miller himself, for example, has shown that electrical discharges
in a mildly reducing CO,/N,/H,0O atmosphere can give rise to
formaldehyde, and hydrogen cyanide can be produced in a similar at-
mosphere by ultraviolet irradiation. These compounds can go on to
build larger organic molecules. Still, the process is not very efficient.
“If you're going to make enough organic compounds,” says Miller, “it
has to be methane or ammonia, or else hydrogen and carbon dioxide
and nitrogen.”

So Miller tries to find ways to rescue the original scheme. He sug-
gests to us, for example, that methane might have been released from
the deep-sea volcanic vents. The vents don't release methane now, ad-
mittedly, but they might have done so, Miller says, when the Earth’s
atmosphere and oceans lacked oxygen. There would still be the prob-
lem of how to protect that methane from the Sun’s ultraviolet radia-
tion once it entered the atmosphere. But by happenstance, the Cornell
astronomer Carl Sagan (shortly before his death in 1996), along with
Chris Chyba, came up with a theory to explain how methane might
have been protected.¢ They suggested that a layer of organic haze high
in the Earth’s atmosphere—smog, in effect—filtered out the ultravio-
let radiation before it could reach the deeper layers where methane
would be located. Sagan and Chyba came upon this idea because just
such a smog layer does surround another body in the solar system—
Saturn’s largest moon, Titan (see Chapter 3).

We say “by happenstance” because Chyba and Sagan had not set out
to rescue the Miller-Urey hypothesis. They wanted methane in the
Earth’s early atmosphere for a quite different reason. Early in the
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Earth’s history, the Sun was not as bright as it is at present because its
nuclear fires were concentrated in a relatively small sphere near its
center. Thus, the early Earth received about 30 percent less sunlight
than it does now. By rights, this should have allowed the oceans to
freeze solid. And once they had frozen solid, even the present-day Sun
would be powerless to melt them because the ice would reflect most of
the Sun’s rays back into space. Chyba and Sagan were therefore look-
ing for some way by which the early Earth might have been kept warm
in spite of the Sun’s faintness. A blanket of methane would do the job
nicely, since methane is a greenhouse gas: it allows incoming sunlight
to pass through to warm the Earth’s surface, but it blocks the outgoing
infrared radiation.

Ammonia, another powerful greenhouse gas, may also have played
a more significant role than previously thought. According to a group
led by Robert Hazen of the Carnegie Institution in Washington, D.C,,
who simulated the environment of the deep-sea vents in their labora-
tory, ammonia is generated in copious amounts from nitrogen thanks
to the catalytic action of minerals present at the vents.” It’s possible
that, on the early Earth, ammonia was formed at the vents at a high
enough rate that it built up to a significant concentration in the atmos-
phere, particularly if it was protected from the ultraviolet radiation by
Sagan and Chyba’s “smog.” If so ammonia, like methane, could have
contributed both to keeping the planet warm and to providing the raw
material for the synthesis of organic compounds.

In spite of these various mechanisms by which the Milley-Urey hypoth-
esis might be rescued, enough doubts have been sown to motivate a
search for alternatives. Jeff Bada, as well as Chyba and Sagan, have ex-
plored the viability of another theory: the idea that the organic com-
pounds in the prebiotic soup were not synthesized on Earth at all but
were brought to Earth by infalling meteorites, comets, and dustgrains.

All three of these kinds of objects can contain significant amounts
of organic compounds. Meteorites, especially the class of meteorite
known as carbonaceous chondrites, can contain as much as 5 percent
organic material. The Murchison meteorite, for example, a carbona-
ceous chondrite that fell in Australia in 1972, has been found to con-
tain over seventy different amino acids, including eight of the twenty
amino acids that are the building blocks of terrestrial proteins. Where
these organic compounds originally came from is a topic we explore in
Chapter 4.
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1.1 Chirality: left- and
right-handed forms of
the amino acid alanine.

A particularly interesting issue concerns the handedness (also
called “chirality”) of the organic compounds found in meteorites.
Many organic compounds come in two mirror-image versions, which
differ only in the three-dimensional arrangement of the bonds
around one or more of the carbon atoms. The two arrangements are
called, by convention, “left-handed” or “right-handed.” For some rea-
son, terrestrial life only uses amino acids of the left-handed variety.
Most probably, the choice of left-handed amino acids was made be-
cause there was a small excess of left- over right-handed amino acids
in the prebiotic soup. But it is very difficult to see how the local syn-
thesis of amino acids on Earth (the hypothesis favored by Stanley
Miller) could lead to more than the tiniest excess of one handedness
over the other.

In the early 1970s, several groups of organic chemists reported
finding an apparent excess of left-handed amino acids in carbona-
ceous meteorites. This opened the door to a new hypothesis: the pre-
biotic soup was biased toward left-handed amino acids because mete-
orites, comets, and dust grains imported more left handed than
right-handed molecules. The findings were not terribly convincing be-
cause of the possibility that the meteorite samples had become con-
taminated with left-handed amino acids of terrestrial origin. In 1997,
however, John Cronin and Sandra Pizzarello, of Arizona State
University in Tempe, reexamined the issue by looking at the chirality
of individual amino acids in the Murchison meteorite, as well as in an-
other carbonaceous chondrite. They found that it wasn’t just the fa-
miliar amino acids used in terrestrial biochemistry that were biased
toward the left-handed form, so were some exotic amino acids that are
never found on Earth except in meteorites. This finding seems to have
disposed of the contamination issue and suggests that there was in-
deed a left-handed bias in the supply of amino acids that reached Earth
from space. This in turn raises the question of why the extraterrestrial
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supply should be biased toward one chirality, a question that we will
discuss in Chapter 4.

To evaluate the possible contributions of terrestrial-versus-extrater-
restrial supplies of prebiotic chemicals, Bada tried to estimate how
much organic material is reaching the Earth today. He suspected (as
originally suggested by Edward Anders of the University of Chicago)
that the bulk of the material would be brought in on very small dust
grains—perhaps 50 microns in diameter or so (a micron is one-thou-
sandth of a millimeter, or 0.0004 inches). Grains of this size don’t
heat up excessively as they enter the atmosphere; instead, they quickly
decelerate and drift safely to the surface. To find these grains, Bada
used the services of a group of French researchers, who collect and
melt ice from the Antarctic—the land surface least contaminated by
human activities. Starting with tons of ice, Bada ended up with micro-
grams (millionths of a gram—1 gram is 0.035 ounces) of material that
might be of extraterrestrial origin. He then analyzed this material for
the presence of organic compounds and found amino acids—not just
the usual amino acids that are found in terrestrial organisms (which
might represent contamination) but also amino acids that play no part
in terrestrial biochemistry and that therefore are almost certainly of
extraterrestrial origin.

Micrometeorites in the millimeter-size range are generally heated
to incandescence as they enter the Earth’s atmosphere, producing the
familiar “shooting stars,” and any organic freight is therefore de-
stroyed. But there is a range of larger objects—say cabbage sized or
thereabouts—that bring organic compounds to the surface intact. The
surface layers of these meteorites do heat to incandescence during
passage through the atmosphere, but their interiors remain cold.

Much larger objects strike the Earth’s surface with such force that
the heat of impact destroys any organic compounds they contain.
However, large objects not uncommonly break up in the atmosphere.
This happened, for example, with the “Tunguska object”—thought to
have been a stony meteorite about 160 meters across—that exploded
in the air over Siberia in 1908. In such cases, the resulting fragments
could descend to the surface more gently.

There is another potential mechanism by which meteorites can con-
tribute to the Earth’s inventory of organic compounds, even if its own
organics are destroyed on impact. Shock waves produced by the mete-
orite as it races through the atmosphere can provide the energy to form
organic compounds, rather in the same way as did the lightning strikes
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in the original Miller-Urey mechanism. But like that mechanism, the
shock-synthesis of organic compounds works best in a strongly reduc-
ing atmosphere and is therefore not really a means to explain how or-
ganics could form in a more plausible early atmosphere.

Bada, as well as other researchers such as Chyba and Sagan, have
gone through the arithmetic to see if enough extraterrestrial organic
material could have reached the early Earth to make a reasonably thick
“prebiotic soup.”8 One might think that a soup of any desired thick-
ness could be generated simply by waiting long enough: after all, there
were no bacteria to eat it up. But in fact there is a process that destroys
organic compounds in the ocean: this is the cycling of seawater
though the deep-sea volcanic vents. Seawater in the vicinity of the mi-
docean ridges percolates down to the magma beneath the seafloor,
where it is heated and returned to the ocean through the vents. In the
process, the seawater reaches a temperature of about 500°c (over
900°F)—a temperature that should be hot enough to destroy organic
compounds. Bada has verified this by directly sampling the water as it
passes through the vents, both in the Pacific Ocean and in the Gulf of
Mexico: it is indeed “clean.” Rough calculations indicate that the en-
tire ocean circulates through the vents about once every 10 million
years. Therefore one doesn’t have forever to build up a prebiotic soup,
and the rate at which organic compounds accumulate is crucial.

The bottom line, according to Bada, Chyba, and Sagan, is as follows.
If the early Earth had a strongly reducing atmosphere, organic com-
pounds from all sources would have built up to a steady-state concen-
tration of about 0.1 percent—a gram of organic compounds for every
kilogram of seawater. Not quite chicken broth, but in the same ball-
park. If the atmosphere were neutral or mildly reducing, on the other
hand, the prebiotic soup would have been a thousandfold more di-
lute—only about a milligram per kilogram of seawater.

Of course, no one knows how thick a soup would be needed to allow
life to get rolling. And it’s possible that the concentration of organic
material could build up to higher levels in certain favorable loca-
tions—in drying tidal pools, for example. But still, the thousandfold
difference makes the original reducing atmosphere, and the Miller-
Urey mechanism, very attractive. What's more, says Bada, the Miller-
Urey mechanism produces “better-quality” chemicals: a wide range of
amino acids and nucleosides, whereas what comes in from space
tends to be much more restricted—glycine (the simplest amino acid)
and a lot of pretty useless compounds.

24



ORIGINS

There is a third possibility, put forward by, of all people, a patent at-
torney in Munich, Germany, by the name of Giinter Wichtershiuser.
In 1992, Wichtershiuser, who has had a lifelong passion for organic
chemistry, suggested that the reduction needed to produce organic
chemicals was carried out, not by gases in the atmosphere, but by in-
organic chemicals at the hot deep-sea volcanic vents. Specifically, he
pointed out that ferrous (iron) sulfide and hydrogen sulfide, both of
which are present at the vents, constitute a powerful reducing system
that might be able to convert carbon dioxide (a gas that is released
from the vents) into a variety of organic compounds. These com-
pounds, he suggested, might remain adsorbed onto the iron sulfide
crystals where they were generated, thus building up high concentra-
tions of organic molecules near the vents. If so, a prebiotic soup in the
free ocean might be completely unnecessary. Wichtershiuser’s “iron-
sulfur world” has garnered considerable attention, particularly in the
light of evidence, discussed later, that heat-loving organisms are the
ancestors of all present life-forms on Earth.

According to Miller and Bada, however, Wichtershauser’s scheme
doesn’t hold up in practice.’ When they (with colleagues Anthony
Keefe and Gene McDonald) put together carbon dioxide, ammonia,
ferrous sulfide, and hydrogen sulfide in conditions that
Wichtershiuser predicted would produce amino acids, no amino
acids were in fact generated. Miller and Bada believe that the proposed
reactions, although theoretically feasible, require the reactants to
jump over energy barriers that are not easily crossed in the absence of
catalysts. “Wiachtershiuser made an awful lot of noise,” comments
Miller, “but it doesn’t work. The vents don’t make organics, they de-
stroy them.”

For Gustaf Arrhenius, whose lab is also at Scripps Oceanographic, ori-
gin-of-life research is a family tradition. Gustaf is the grandson of
Svante Arrhenius, a brilliant and unorthodox Swedish physicist who
won a Nobel Prize in 1903 for a fundamental discovery in electro-
chemistry—that electricity is carried in solution by charged ions. But
Svante also wrestled with profound questions about life and the uni-
verse.

“Yes, my grandfather was very interested in the origin of life,”
Arrhenius tells us. “Or rather, he was very uninterested. For like every-
one in that period, he thought that the universe was infinite in time.
Therefore, there was no reason to think that an event like the origin of
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life would take place just on this little speck of dust in space. It was
more natural to believe that it was everywhere, that it cruised around
from one place to another. Rather than worry about how life was cre-
ated here on Earth, it made more sense to think how it might be trans-
ported here from elsewhere. He felt that he had hit upon a new way by
which spores might be transported across space, through the pressure
exerted by light. This phenomenon of light pressure, or radiation pres-
sure, had just recently been discovered.” Svante Arrhenius calculated
that spores might be transported from Earth to Mars in 20 days and
from the solar system to the nearest star in gooo years.

Svante Arrhenius’s theory of “panspermia” ran into a serious prob-
lem in 1910 when the French plant physiologist and radiation pioneer
Paul Becquerel showed that small organisms in space would be rap-
idly killed by the sun’s ultraviolet radiation. Later, the discovery of cos-
mic rays made the survival of tiny spores in space even less plausible.
Yet, Svante Arrhenius held on to his theory with almost mystical fer-
vor. He found enormously appealing the notion that all organisms in
the universe were related. Perhaps life had always existed, and the
question of how it might be created was therefore superfluous.

Gustaf Arrhenius, now in his seventies, betrays his Scandinavian
origin with his accent, his careful choice of words, and his urbane

1.2 Bacterial microfossils in the 3.5-billion-year-old Apex Chert of Australia (courtesy of Bill
Schopf).
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good humor. And something still draws him to the chilly North, for he
has recently spent time prospecting for geological specimens on the
western coast of Greenland. There, he and his colleagues found what
may be the most ancient remaining traces of life on earth.

Searching for the origins of life in the geological record has, of
course, occupied scientists for generations. Fossils are abundant in
sedimentary rocks as old as the Cambrian, a period about 500 to
600 million years ago when life diversified into all kinds of exotic and
soon-to-be-discarded forms. But before the Cambrian, it gets difficult.
Organisms were mostly microscopic; or, if larger, they lacked the hard
body parts that readily fossilize. Even worse, the more ancient sedi-
mentary rocks themselves become harder to find, and when they can
be located, they mostly turn out to have spent time at high tempera-
ture and pressure in the depths of the Earth, an experience that plays
havoc with any fossils that the rocks may have contained.

The oldest clearly recognizable fossilized organisms were found in
the late 1980s in Western Australia by William Schopf of ucra.
Radioactive dating of the rocks in which they were embedded gave an
age of 3.5 billion years. Schopf’s organisms were filamentous mi-
crobes, very much resembling certain kinds of modern cyanobacte-
ria—bacteria that get their energy from sunlight and that release oxy-
gen in the process. The morphological similarity between the
3.5-billion-year-old fossils and their modern counterparts suggests that
saying no to evolution can pay off handsomely in the long run.

Arrhenius knew that Schopf’s organisms were not likely to have
been the Earth’s first inhabitants—they were too complicated. So
Arrhenius and research fellow Steve Mojzsis went looking in the Isua
formation of West Greenland, which contains the oldest known sedi-
mentary rocks—rocks that were laid down about 3.9 billion years ago,
a mere 6Goo million years or so after the Earth’s formation. Arrhenius
and Mojzsis did not find any recognizable organisms in these rocks,
which have been subjected to periods of intense heat and pressure
since their deposition. But they did find microscopic grains of apatite,
a form of calcium phosphate that is generally produced by living or-
ganisms rather than by geochemical processes. And within these
grains were patches of carbonaceous material that might be the
charred residues of ancient organisms.

To pin down the matter a little more closely, Arrhenius and Mojzsis
wanted to know the isotopic composition of the carbon in these
patches. If the patches were indeed derived from living organisms,
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they should contain relatively more 12C and less 13C than is found in
nonliving matter. That is because the enzymes that handle carbon
work better on the light 12C isotope than on the heavier 13C isotope.
(The even heavier 14C isotope does not come into the picture, because
it disappears by radioactive decay over much shorter time periods than
we are considering here.)

A high 12C/13C ratio was reported for Isua rocks some years ago by
Manfred Schidlowski of the Max Planck Institute for Chemistry in
Mainz, Germany. Schidlowski had interpreted this finding to mean
that the carbon was of biogenic origin.'2 But Arrhenius and Mojzsis
wanted to know specifically about the carbon in the microscopic
patches. They therefore called in Mark Harrison of ucta, an expert in
a technique known as ion microprobe analysis. In a machine some-
what resembling an electron microscope, a tiny beam of positively
charged cesium ions was aimed at the individual carbonate patches.
The carbon atoms were vaporized and fed into a mass spectrometer,
which sorted them out by mass and electric charge. It turned out that
the carbon isotope ratio was indeed that expected for carbon of bio-
genic origin, confirming Schidlowski’s interpretation.’

Thus, Arrhenius is confident that living organisms existed on Earth
at least 3.9 billion years ago. He can say nothing about what kind of
organisms they might have been, except that, given their selectivity for
12C over 13C, they probably had enzyme-catalyzed metabolic pathways
not unlike those of organisms existing today. Earth’s first organisms,
therefore, should have lived long before that period.

These discoveries radically alter the scenario for the origin of life on
Earth. Before the discoveries were made, it was possible to believe that
the Earth lay fallow for a billion years or more, cool enough to sustain
life, and rich in every nutrient required for life—yet stubbornly life-
less. What was missing, it seemed, was only the pinch of fairy dust
that set everything into jangling motion. The origin of life was a prob-
ability barrier—an unlikely event that took long ages to happen, even
when all circumstances seemed to favor it. But now it begins to look
like the very opposite: that life arose at the very first possible mo-
ment—or even earlier!

But when was the “first possible moment”? That depends on what
happened to the Earth during its first billion years, and unfortunately
the history of this period is hard to reconstruct. Very large impacts,
massive enough to completely vaporize any oceans that may have ex-
isted, probably continued until at least 4.3 billion years ago. Thus, any
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life that may have taken hold earlier should have been wiped out. Even
after that period, however, major impacts apparently continued. In
fact, to judge from the craters on the Moon, whose ages have been es-
tablished by the study of samples returned by the Apollo astronauts,
intense bombardment continued until at least 3.8 billion years ago.
How can this be reconciled with an apparent origin of life well before
3.9 billion years ago?

One possible answer is that life arose on the deep-ocean floor, in an
environment protected from all but the most cataclysmic impacts.
This environment would also have been safe from another hazard—
ice. For according to some theorists, the oceans did indeed freeze over
repeatedly, to a depth of thousands of feet, only to be melted by the
next all-incinerating impact. Not for nothing are the Earth’s first
600 million years referred to as the Hadean Eon—the “age of Hell.”
Perhaps the deepest reaches of the ocean, especially the zones around
the volcanic vents, did double duty as incubators and bomb shelters
for the Earth’s first inhabitants.

Arrhenius has a different, somewhat unconventional answer to the
paradox. “I believe that the late bombardment of the Moon has noth-
ing to do with the evolution of the Earth,” he says. “It was caused by
collision with objects in the Moon’s own orbit—the final remains of
the ring of debris that accreted to form the Moon.” According to this
hypothesis, none of these objects struck the Earth, and therefore the
Earth may have been habitable much earlier than generally believed.

A third possibility remains unspoken—that the elder Arrhenius was
right, and the Earth was indeed seeded by living organisms from other
worlds. As we shall see, that could have happened otherwise than by
means of light-borne spores.

Leslie Orgel, whose laboratory is at the Salk Institute, across the road
from ucsp, is another distinguished elder statesman of science. Like
Arrhenius, he has eschewed retirement in favor of a continued struggle
with the vexatious problem of how life originated. As if worn down by
the effort, the British-born chemist affects a hangdog world-weariness.
When asked his opinion of some new theory, Orgel is likely to remark
that “it's no worse a possibility than the others.” He is emphatic only
about the depths of human ignorance. Hearing that we were working
on a book about life in the cosmos, Orgel comments simply: “My opin-
ion is that we have no way of knowing anything about the probability of
life in the cosmos. It could be everywhere, or we could be alone.”
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Yet Orgel, more than anyone else, is responsible for a profound in-
sight about the evolution of life on Earth. He has concerned himself
with the question of how one might get from a prebiotic soup of or-
ganic chemicals to an actual living system. He has concluded that the
life that we’re familiar with today—based on the triumvirate of pna,
RNA, and protein—was almost certainly not the original form of life on
Earth. Instead, it was likely preceded by another, radically simpler
form of life, in which r~a ruled alone.™

In today’s world, the famous double helix of pNa is the almost uni-
versal repository of genetic information. rNA plays several key roles in
the execution of that information, that is, in carrying out the synthesis
of proteins under genetic instructions. Proteins are largely responsible
for the structure of living matter and, as enzymes, for catalyzing the
innumerable metabolic reactions of ‘life’—including the reactions
that lead to the assembly of pNA and rNA. Thus, there is a classic
chicken-and-egg problem: Which came first, nucleic acids (pNa
and/or RNA) or proteins? Seemingly, neither could come into being
without the other, yet the idea that they arose simultaneously and by
chance strains credulity.

About thirty years ago, Orgel, along with Francis Crick and Carl
Woese, suggested that RNA came first. They rejected proteins as the
primordial macromolecules because there was no obvious way by
which proteins could replicate themselves. Nucleic acids, on the other
hand, have the nucleotide base-pairing mechanism: guanine to cyto-
sine and adenine to thymine (or to uracil in ®r~aA). This mechanism
would offer at least the theoretical possibility of replication without
any assistance from proteins. Of the two nucleic acids, Orgel, Crick,
and Woese favored rNa as the first-comer because of the relative ease
with which the building blocks of rva could be synthesized. In addi-
tion, several aspects of pNA biochemistry are dependent on rNa and
its constituents, suggesting that rna already existed when pNa bio-
chemistry began.

There are three challenging requirements for an “rna world.” First,
the building blocks of RNA must be available. Second, there must be a
mechanism for an RNa molecule to assemble (polymerize) from those
building blocks without the help of protein enzymes. And third, there
must be a mechanism for RNa molecules to form copies of themselves
(replicate), again without the help of proteins.

Nucleotides—the building blocks of both rnA and pNA—are com-
posed of a base (adenine, cytosine, guanine, and thymine in pNA—
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uracil replaces thymine in rNA) linked to a sugar (deoxyribose in pNa,
ribose in rNA), which in turn is linked to a phosphate group (PO,).
(Nucleosides are nucleotides without a phosphate group.) As we've
mentioned, the bases may have been available from reactions in the
primordial soup, or may have been imported on micrometeorites. But
making ribose and adding it on to the bases is more problematic. The
difficulty is that, while it is possible to find circumstances in which ri-
bose is made, it generally shows up as a small constituent in a mixture
of many different molecules. Some of these molecules are likely to in-
terfere with subsequent processes, just as mixing different-sized ball
bearings will bring a machine grinding to a halt. Still, Orgel is reason-
ably optimistic that a plausible pathway will eventually be found, per-
haps involving inorganic catalysts such as mineral surfaces.

Mineral surfaces might also play a role in the polymerization of
RNA. James Ferris, who directs the New York Center for Studies of the
Origins of Life, has managed to get ribonucleotides to assemble into
short chains on the surface of a kind of clay called montmorillonite.!s
Some slightly altered ribonucleotides will form chains of an rna-like
polymer containing more than fifty bases. Again, it seems as if further
research may find circumstances in which long chains of rNa will be
formed.

Getting RNA to replicate is the toughest problem. For this to happen,
new ribonucleotides must bind to the existing chain, following the
rules of base pairing: uracil binds to adenine, cytosine to guanine.
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Then, the new ribonucleotides must polymerize into a chain and sep-
arate from the original chain. The new chain, with a base sequence
complementary to the original one, must now serve as the template
for a second round of ribonucleotide binding, which produces a third-
generation chain identical to the first. Unfortunately, although Orgel
has had some limited success with the first round of copying, he has
not been able to get both steps to happen. No RNA molecule has been
replicated in the laboratory without the aid of protein enzymes.

“Something has to give,” says Orgel. “Maybe someone will find an
easy way of making nucleotides. If someone found a magic mineral
which you shook up with formaldehyde or cyanide and phosphate,
and out came ribose phosphate—then the whole problem would be
different.”

But more likely, Orgel thinks, the rNA world was not the first living
system on Earth—it’s just too complicated. Some simpler system had
to precede it. Among the candidates for such a system is a macromol-
ecule called peptide nucleic acid (pna). This molecule is not known to
exist in nature; it was designed by Peter Nielsen of the University of
Copenhagen. PNa uses base-pairing like rNa, but has a much simpler,
proteinlike backbone. Another macromolecule, called pyranosyl-rNa
(prNA), resembles RNA except that it contains a different, more abun-
dant, version of ribose. Albert Eschenmoser, of the Swiss Federal
Institute of Technology in Zurich, has coaxed prNA into replicating
under certain conditions.

But for Orgel, pNa and prNa are still too complicated. “We want
something really simple, like a polymer of aspartate and glutamate
[two very similar amino acids). Anything much more complicated
than that is implausible. It's so hard to make rna. If nothing simpler
can replicate, that would be a strong argument for the existence of
God.”

Orgel believes that living organisms may travel from world to world,
and therefore that terrestrial life may have come from another planet,
as Svante Arrhenius suggested. The organisms would not travel as
free-floating spores, of course. Rather, they would travel in the interior
of meteorites. It's now well established that meteorites have traveled
from the Moon and from Mars to Earth. Doubtless, they have traveled
in the other direction too. Deep inside the meteorite, microbes would
be shielded from harmful radiation, and the near-absolute-zero tem-
peratures would keep the frozen organisms in pristine condition.
“You could take E. coli [bacteria] and cool it rapidly to 10°k [Kelvin] and
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leave it for 10 billion years and then put it back in [water and] glucose,
and I suspect you would have 99 percent survival,” says Orgel. Takeoff
and reentry are problematic, off course. But we know that the interiors
of meteorites can remain cold during reentry. As for the initial impact
that kicks the rock into space, Orgel draws an analogy to the circus
performers who allow themselves to be shot from guns. “They use
slow-burning gunpowder,” he said, “so they survive the acceleration.”
Similarly, an impact that generated large amounts of expanding gas
could accelerate a rock into space gently enough to spare the lives of
the microbes within it.

Bada and Orgel are members of a Nasa committee that concerns it-
self with the possible risks of bringing samples of extraterrestrial
rocks back to Earth. Could microbes from another world set off a
lethal pandemic here? The maverick British cosmologist Fred Hoyle
has been saying so for years; in fact, he believes that some of the great
epidemics of human history were caused by bacteria and viruses that
came from space.1$

According to Orgel, much depends on whether the Life to which
those microbes belong is related to our own Life—whether one is the
parent or sibling of the other, so to speak. If so, the microbes would
likely be similar enough to us in their basic biochemistry that they
might be able to subvert our metabolic pathways, just as pathogenic
terrestrial microbes do. But if those microbes belonged to a com-
pletely independent Life, he tells us reassuringly that “they could only
eat us—nothing more subtle.”

Orgel wraps up our discussion on a characteristic note. “So, have we
finished the origins of life? I suspect we have, haven’t we? Nothing’s
known about it—what more is there to say? All theories are bad.”

Our tour ends in a more upbeat vein, with a visit to Gerald Joyce, a
molecular biologist at the Scripps Research Institute, almost next door
to the Salk Institute on the bluffs overlooking the Pacific. Joyce must
be about half the age of most of the other members of the Nscort
group, and he certainly plays the role of the young Turk. Where Orgel
is cautious to a fault, Joyce is brazenly optimistic. A couple of years
ago, he asserted that life would be created in a test tube by the end of
the twentieth century.

Of course, that brings up the question: What is ‘life’? Philosophers,
theologians, and scientists have been torturing themselves over this
for centuries. According to Joyce, there is a folk definition and a sci-
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entific definition. The folk definition of life is “that which is squishy.”
While open to criticism, this definition does seem to capture some-
thing about life: its plasticity, its vulnerability, and the notion that we
will intuitively recognize it when we see it.

For a scientific definition, Joyce offers the product of a NAsA work-
shop on the subject: life is a “self-sustained chemical system capable
of undergoing Darwinian evolution.” That means a system that can
undergo reproduction, mutation, and natural selection. Of course,
that definition wouldn’t sit well with the people at the Museum of
Creation, who don’t believe that evolution happens. And later, we will
have the opportunity to question other aspects of it: whether, for ex-
ample, a nonchemical system such as a computer program could ever
be considered “alive.” But it seems like a reasonable starting point.

A “self-sustained” system, by the way, doesn’t mean a closed sys-
tem. To maintain itself in the face of the second law of thermodynam-
ics—the inevitable increase in disorder or entropy in a closed sys-
tem—life must use energy from outside the system. This energy could
be sunlight, it could be chemical energy locked in minerals, organic
compounds, or other living creatures, it could even be electricity or
gravitational energy. But whatever the energy source, this require-
ment ensures that life can only be understood in terms of its relation-
ship with the environment.

Joyce thinks that between life and non-life there’s a sharp boundary.
The origin of life wasn’t the sequential appearance of gradually more
‘lifelike’ systems, from ones that were 1 percent living to ones that
were 100 percent living. Systems gradually became more compley,
certainly, but the appearance of life was at the point where such sys-
tems were able to record their phylogenetic history—which means in-
formational macromolecules that can be replicated.

Like Orgel, Joyce works with rRNA. In fact, he trained with Orgel at
the Salk Institute before organizing his own lab at Scripps. But rather
than focus on how rRNA came to be, Joyce is engaged in the attempt to
create a self-sustaining, evolving RNA system in a test tube. He wants
to bring the rna world back to life.’”

To do this, Joyce uses a special class of RNA molecules called ri-
bozymes. These molecules have the property not only of encoding in-
formation, but also of catalyzing enzymatic reactions—a function gen-
erally performed by proteins. To some extent, the existence of such
molecules was implicit in the theory of the RnA world when it was first
proposed, but it became a reality in 1983 when Thomas Cech of the
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University of Colorado and Sidney Altman of Yale discovered natu-
rally occurring RNA molecules that are able to enzymatically alter other
nucleic acid molecules. These “ribozymal” rNAs are not a structurally
distinct group in the sense of having, say, a chemically different back-
bone from other rNAs. Rather, it’s simply that the particular sequence
of nucleotide bases in a ribozyme causes the rRNa molecule to fold up
into a three-dimensional shape that is capable of catalyzing a particu-
lar reaction, just as the particular sequence of amino acids in a protein
gives the molecule its particular enzymatic talent.

Joyce is after a ribozyme that can catalyze the replication of RNa—
an “rNa replicase.” Such a molecule, of course, could be the central
player in an r~A world. If it could be found, many of the problems
faced by Orgel would be circumvented. But no such ribozyme exists in
the world today, as far as anyone knows. If it existed in the rna world,
as Joyce believes, it has long since gone extinct. So how to re-create it?
Just trying out a bunch of randomly chosen rNA sequences doesn’t
seem like a workable strategy, given the numbers involved. The mole-
cule would probably have to be at least fifty bases long to do a reason-
able job, but there are about 1030 possible rRna sequences of this
length—that’s one with thirty zeroes after it. If you laid out the se-
quences from here to the most distant observable object in the uni-
verse, you'd have to pack a hundred billion different sequences into
every millimeter of the way.

Joyce’s solution is to make evolution run backward. He starts with
an existing ribozyme that can, to some limited degree, carry out a re-
action that is a part of the desired “replicase” function. For example, it
might be able to join two short stretches of rNA. He puts this in a test
tube along with a set of molecules, including pNa, protein enzymes,
and nucleotides, which collectively allow the ribozyme to replicate.
Within an hour, a single ribozyme molecule has multiplied a trillion-
fold. The trick is that Joyce arranges things so that the ribozyme’s en-
zymatic activity is made part of the replication process. Thus, any ri-
bozyme molecule that by chance mutates slightly, so as to perform a
better enzymatic job than its peers, replicates faster. It becomes the
dominant type of molecule in the tube. Thus, the mixture self-evolves
in a direction set by the experimenter.

The aim is to have the ribozyme evolve to a point where it can do
without the pNa and proteins. In other words, the ribozyme has to
evolve backward from our present world to the rna world. Joyce hasn’t
achieved that yet. But he, along with other researchers who have used
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similar techniques, has made significant progress. Continuous in
vitro evolution, as it is called, seems to be a powerful technique for
moving in a directed fashion through “sequence space”—the multidi-
mensional realm of possible rRNA sequences.8

So will life be created in a test tube by the end of the century, as
Joyce prophesied a while back? “Sure,” he says blithely, “but remem-
ber the century isn’t really over till January 2001.”

Figuring out how a Life gets started—whether on Earth or else-
where—has proved to be an enormously difficult task. One wonders
what Darwin would think if he could learn of all the head-spinning
theories, tortuous experiments, and confusing blind alleys that have
bedeviled efforts to breathe life into his “warm little pond.” Would he
applaud the progress, or would he throw up his hands and retreat to
the notion of intentional creation? It’s hard to say. But Leslie Orgel,
who in many ways is the most pessimistic of the La Jolla scientists,
nevertheless maintains a basic loyalty to the idea of a natural origin.
“The best I can say,” he says, “is that there doesn’t seem to be any re-
quirement for magic to happen.”

The underlying question that remains unanswered has to do with
likelihoods. The polymers that are the chemical basis of life are com-
plicated. To assemble them by chance rolls of the dice seems to ask too
much, even with an astronomical number of planets on which to roll
them and 15 billion years to roll them in, for astronomical numbers
are no match for hyperastronomical improbabilities. Fred Hoyle put it
succinctly, when he commented that the chances of forming the sim-
plest life by random processes were about the same as the chances
that a whirlwind sweeping through a junkyard might put together a
Boeing 747 airliner.1?

The question is: Are there forces that guide the assembly process
through the near-infinite maze of possibilities? Joyce’s in vitro evolu-
tion hints at such a force. But what is needed, it seems, is a theory that
explains the self-organization of complex systems at a more funda-
mental, abstract level. In Chapter 6, we will visit one place where the
search for such a theory is underway.

In spite of the partial and incomplete picture that the La Jolla re-
searchers have been able to paint, there is the thread of a story. In par-
ticular, the development of the pNA/rRNA/protein world, with which we
are familiar today, probably involved several successive stages of in-
creasing complexity, with at least two major transitions: from a pre-
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rRNA world to the rna world, and from the rna world to our own world.

There is something ominous about those transitions. Did rRNa “in-
vent” pNA for example, in order to have a safer repository for its ge-
netic information, only to have pNa “mutiny” and relegate rNA to a
subservient role? These human analogies are foolish, of course, when
talking about evolving chemical systems, but they’re hard to avoid.

We ask Orgel whether he thinks that our own biological world will
in time be taken over by the next level of complexity. We're thinking of
intelligent computers or some such thing. But Orgel, ever the
chemist, has his own ideas. “I claim it would happen with some weird
alkaloid,” he says. Alkaloids are elaborate, nitrogen-containing com-
pounds that include, for example, heroin and caffeine. “Alkaloids look
to us the way nucleotides looked to the pre-rna world—complicated.
And then one of them turns out to be a Frankenstein.”
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Going to Extremes
The Habitats and Requirements for Life

ter. El Nifio’s battering storms brought mayhem to coastal

California, but as they charged inland, a succession of mountain
ranges squeezed the wrath out of them, and they had nothing but
nourishing showers for the sunken valley on California’s eastern bor-
der. Desert sunflower seeds, dormant for decades, have sprouted and
blossomed by the million, carpeting the valley floor with a cloth of
gold.

Yet one part of the valley has resisted the urge to bloom. At
Badwater, the lowest and hottest spot in the Western Hemisphere, not
a living thing is to be seen: all that meets the eye is a blinding expanse
of white. Water reaches this spot, to be sure. It falls as rain. It trickles
down from Telescope Peak, the 11,000-foot summit that guards the
valley’s western wall. And the Armargosa River, usually a stony wash,
but now almost fit for kayaking, brings runoff from the desert hills of
western Nevada. But once at Badwater, the water turns bad. It lingers
for a few days in a shallow, mineral-charged lake, and then evaporates,
or is sucked into the insatiable salt.

Chris McKay strides across the lake bed, his boots crunching on the

I t's an early April morning, and Death Valley has never looked bet-
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salt and gypsum crystals. With matted curly hair and beard, his shirt
hanging half out of his jeans, he looks a little unkempt, and under-
standably so. He has driven a vanful of equipment 10 hours from his
home base at NAsA Ames Research Center at Moffett Field, on San
Francisco Bay. He has spent one night sleeping at the side of the road
and another in the campsite at Furnace Creek. His travel budget does-
n't extend to motel rooms, it seems, and certainly not to a suite at the
pricey Furnace Creek Inn. Besides, McKay is used to living rough. He
has prospected for life in some of the world’s least hospitable places:
the Canadian Arctic, the wind-stripped Gobi Desert of Mongolia, the
nitrate-laden expanses of Chile’s Atacama Desert, and—on many oc-
casions—the bone-dry interior of Antarctica. Most of the time, he
finds what he is looking for.

Badwater is no challenge. McKay scans the featureless expanse with
a practiced eye, selects a likely spot, and digs his penknife an inch into
the salt. He removes what looks like a scoopful of fancy Italian ice
cream: salt, for sure, but tinted in kaleidoscopic layers of pink and or-
ange and green and black. “The pink and orange, right under the sur-
face, that's halobacteria—microorganisms that love salt, or can deal
with it at least,” he says. “They have a pump in their cell membrane
that kicks sodium out as fast as it comes in; it's powered by sunlight.
They face death by osmosis, of course—getting all the water sucked
out of them. But they fight fire with fire: they jack up the concentration
of solutes inside—potassium and small organic molecules—to match
the concentration of sodium chloride outside, so water doesn’t move
either way. They feed off whatever organic material drifts down from
the sky, and they carry out a primitive kind of photosynthesis. They
don’t do it with chlorophyll, but with rhodopsin, the same molecule
you see with, or a close relative. That's what gives them the pink color.
When you fly into San Francisco and you see those pink salt-pans at
the edge of the bay, that’s halobacteria.”

McKay points at the vivid moss-green layer beneath the halobacte-
ria. “Those are cyanobacteria. Blue-green algae, they used to be called,
but they're really bacteria. They’re photosynthetic, so they want to be
up at the surface, but they also need water, so they want to be deep
down. They find a compromise position, about 5 or 10 millimeters be-
neath the surface. Although they’re bacteria, they carry out photosyn-
thesis with chlorophyll, very like green plants, splitting water and 1ib-
erating oxygen. The fact that we have oxygen to breathe, that’s due to
the labor of these guys over 2 billion years or so. And the black stuff at
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the bottom, that’s heterotrophic bacteria, they feed off organic com-
pounds produced in the upper layers. There’s not much oxygen down
there, so they’re anaerobic. Instead of breathing oxygen they breathe
sulfur, so to speak. They convert sulfate to sulfide, and that’s what’s
black.”

Taking a few strides off the lake bed and across the highway, we
stand under a rocky cliff, among a pile of rocks that have tumbled
down from Dante’s View. Here too, the first impression is of total
sterility, but closer inspection reveals the presence of life. An occa-
sional rock is encrusted with overlapping blotches of yellow or red or
brown or with a branching tracery of black. “Lichen—they’re fungi
with algae inside,” says McKay. “They can extract moisture from the
air, when the humidity is seventy percent or more. The algae by them-
selves need a humidity of at least ninety percent, but the fungus has
some kind of fancy membrane—like Gore-Tex—which lets water
vapor in but doesn’t let liquid water out. It's a matter of pore size.”

McKay has come to Badwater to install a high-precision thermome-
ter, which is intended to send a continuous air-temperature reading
back to his office at Ames. The idea is to monitor long-term processes
such as global warming. Badwater held the world’s high-temperature
record, at 134°F, until 1922, when a site in the Libyan desert went two
degrees higher. Possibly McKay hopes to wrest the world record back
for the usa.

While he and two junior colleagues attach the device to a post and
program its microprocessor and transmitter, we go off in search of an-
other ecological niche that McKay has described to us. We soon find
what we’re looking for on the pebbly ground north of the lake bed (see
Color Plate 1). A small piece of translucent white quartzite looks as
sterile as its darker neighbors, but once flipped on its back, it reveals a
green underbelly—cyanobacteria again. We bring our prize back for
verification. “Yup, hypolith,” says McKay. “The stone acts as a mois-
ture trap. The light comes right through, allowing photosynthesis.
Quartzite stones are a major habitat for life in dry environments all
over the world. They’re in the Negev, the Gobi, the Atacama, the out-
back of Australia, even Antarctica. If it gets too dry, they go into a de-
hydrated vegetative state, and wait it out.”

McKay is a biologist whose major interest is in identifying habitats
for life on other planets, especially Mars. Until such time as his em-
ployers provide him with a ticket to the Red Planet, however, he
spends much of his time investigating “extraterrestrial” habitats on
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Earth—environments that in one way or another resemble conditions
believed to exist on planets or moons elsewhere in the solar system.
This means environments that we are likely to call extreme. But “ex-
treme,” he reminds us, is a state of mind. For halobacteria, freshwater
is deadly; for the anaerobes deep in the salt, oxygen is deadly.
Wherever you live, you have to pay rent. By choosing to live on dry
land, for example, we humans spend an inordinate amount of energy
counteracting gravity. Fish must pity us.

Death Valley challenges life with its dryness, as does Mars, where it
last rained 3 billion or so years ago, according to McKay. In other re-
spects, though, the two environments are quite different. Death Valley
is hot, for example, whereas Mars is cold: rarely does any spot on Mars
reach the temperature of even the coldest winter’s night at Badwater.

That's what sends McKay to Antarctica, where it is both cold and
dry. In some of the interior valleys, the year-round average tempera-
ture is minus 20°c, and annual precipitation is even less than in Death
Valley. Yet, in these valleys, are ice-covered lakes whose lower reaches
remain unfrozen year round, and in the chilly depths of these lakes is
abundant life.’

“When I was starting this work,” McKay says, “I told a colleague
that the mean annual temperature was minus 20°c, and that I was
going to study the lakes there. He says, ‘There can’t be any lakes: if the
mean annual temperature is minus 20°c, they'd be frozen solid.” And
he was about to explain to me how this was impossible, and I told him
we’d been there, I'd been swimming in the water—theory cannot
prove that there’s no water there!”

It works this way: Although the mean annual temperature is far
below freezing, it does rise a degree or two above the freezing point in
the middle of the summer. As a result, the glaciers on the neighboring
mountains melt partially, and the meltwater flows down to the ice-cov-
ered lake, where it runs under the ice. (“Ice floats,” McKay reminds us.
“That’s probably quite an important fact in the history of life.”) Once
there, the water is insulated by the 5-meter icy cap. To the extent that
the water freezes at all, it thickens the insulating ice layer and liberates
latent heat, which further slows the freezing of the remainder.
Geothermal heat, reaching the lake by conduction from the Earth’s in-
terior, also contributes to keeping the water liquid.

Although the water in these lakes is near freezing, it supports dense
mats of cyanobacteria, which cover the bottom of the lake. Buoyed by
the oxygen bubbles that they liberate in the course of photosynthesis,
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the cyanobacteria form irregular columns that rise up a few feet from
the bottom, making the scene resemble a drowned city. Only about
2 percent of the Sun’s light gets through the ice and reaches the
cyanobacteria, but that’s plenty bright enough to support photosynthe-
sis. To McKay, in fact, the ability of some photosynthetic organisms to
survive in dim light carries an important lesson for exobiology. “There
are plants that photosynthesize at light levels equivalent to living at a
hundred astronomical units,” he says. One “astronomical unit” is the
Earth’s mean distance from the Sun, and a radius of a hundred astro-
nomical units would extend more than twice as far as the Sun’s most
distant planet, Pluto. Therefore, McKay believes, there is no reason to
think that any of our Sun’s planets, or similarly placed bodies around
Sun-like stars, are too dimly lit to support photosynthetic life.

Standing by one of McKay’s lakes and looking around the valley in
which it lies, one would take the area to be utterly devoid of life. How
indeed could it be otherwise, given that there is little or no liquid water
(except in the lake) and the temperature is below freezing most of the
time? Yet the bare sandstone walls of the valleys are themselves richly
inhabited, as was first discovered by the Hungarian-born microbiolo-
gist Imre Friedmann of Florida State University in the 1970s.2 When
Friedmann broke off a piece of sandstone and examined the broken
surface, he saw three stripes: a black stripe, about 1 millimeter thick,
right below the surface; a whitish stripe below that; and a green stripe
about 7 to 10 millimeters deep in the rock (see Color Plate 2). The
upper two stripes are made by lichens. Unlike the surface (epilithic)
lichens at Death Valley, these lichens have found a livable habitat
within the porous structure of the rock, so the lichens are called en-
doliths. The black color of the uppermost stripe is caused by pigments
that shield the organisms from excessive sunlight. Without such pig-
ment, the organisms would accumulate light-induced damage during
the long periods when they are dried out and might not be able to re-
pair that damage during the short periods when moisture is present.
Additionally, the absorption of sunlight by the pigment helps to warm
the rock, thus increasing the amount of time that the temperature is
above freezing.

The whitish zone contains more lichens of the same species, but
without pigment, since they are shielded by the layer above. Among
the fungal strands of the lichens are the associated photosynthetic
algae. The deepest, green zone contains algae without associated
fungi: they include both eukaryotic algae and cyanobacteria. These or-
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ganisms have to make do with extremely low light levels, so their
growth potential is very restricted, but for the same reason, they can
survive long periods of drying.

The stability of the temperature within the rock is probably an im-
portant advantage of the habitat. On the outside surface of the rock,
temperatures fluctuate wildly with the vagaries of the wind:
Friedmann and McKay collaborated on one set of measurements, in
which they found that the surface temperature crossed the freezing
point fourteen times in 42 minutes!. It is not surprising, then, that
the rock surface is completely devoid of life. Within the rock, however,
the organisms have to deal only with the day-night temperature cycle.

Although the endolithic communities seem to thrive in their chosen
habitat, there are plenty of signs that they are operating in conditions
near the limit of what terrestrial organisms can tolerate. In particular,
the organisms are found only on the north-facing (sunlit) rock sur-
faces; anything else is too cold and dry. Another sign of the tough con-
ditions is that, at many locations, all the organisms have died out. All
that remain are “trace fossils”—patterns of exfoliation and leaching of
the rock surface caused by the microorganisms when they were alive.
These trace fossils are so distinctive that they can be recognized even
millions of years after the rocks were last inhabited. This finding has
implications for the search for past life on Mars (see Chapter 3).

Besides the surface lakes that McKay studies, there’s at least one
Antarctic lake that is completely different in nature. This is Lake
Vostok, a body of water the size of Lake Ontario that lies under
3700 meters (over 12,000 feet) of ice in the Australian Antarctic
Territory. It was discovered by Russian scientists, who have been
drilling in this area since 1974. The liquid-water lake, which is about
500 meters deep, was detected by seismic soundings. It lies in a rift—
a canyon formed by extension of the Earth’s crust. It is thought that
the water is kept liquid by geothermal heat and by the pressure and in-
sulation provided by the overlying ice. The age of the lake is uncertain,
but it may have been there for as much as 30 million years—that is,
since before Antarctica froze over. What life, if any, it may contain is a
complete mystery.

Drilling has been suspended about 100 meters above the lake, while
Russian and us scientists consider how to enter the lake and take sam-
ples without contaminating it. One of the Us scientists, oceanographer
Frank Carsey of the Jet Propulsion Laboratory, tells us that the
Russian hole is so contaminated that it may be necessary to drill an en-
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tirely new hole, but finding money to do this may be difficult. The sit-
uation at Lake Vostok, however, may be very analogous to the situation
on Jupiter’s moon Europa, where there is thought to be an ice-covered
ocean (see Chapter 3). Thus, Lake Vostok offers a unique opportunity
to develop the technology that could eventually be used to reach
Europa’s ocean and to search for life there.

We ask McKay whether he thinks that any life will be found in Lake
Vostok. “I'd guess that there’d be no primary production,” he says.
“You may read a headline saying ‘Life in Antarctic Lake,” but it'll just
be scavengers that eat spores or whatever else is trickling in. To me a
Life is an environment in which someone makes a living, and some-
one else eats them. Someone’s got to be making a living, or it's not a
Life, it’s just a landfill.”

By “primary production” McKay means the initial synthesis of or-
ganic compounds such as amino acids, sugars, and so on, by organ-
isms at the bottom of the food chain. Nearly all primary production,
McKay says, relies on photosynthesis and therefore usually occurs at
the surface of the land or ocean, or no deeper than light can penetrate.
Some primary producers labor in darkness, to be sure. At the deep-sea
vents, for example, there are bacteria that get their energy by convert-
ing hydrogen sulfide, a gas that is emitted by the vents, into sulfate.
But to do this, they need oxygen, and all free oxygen on Earth comes
eventually from the activities of oxygen-liberating photosynthetic or-
ganisms such as cyanobacteria and green plants. “Pity the life-forms
that survive on a world in which primary productivity is only
chemosynthesis,” says McKay. “Life needs sunlight.”

While Chris McKay focuses primarily on cold, dry environments, Karl
Stetter seeks hot, wet ones. Stetter, a German microbiologist on the
faculty of the University of Regensburg, is another tireless globe-trot-
ter. Given their different interests, the two men’s paths cross only
rarely, but McKay tells us that they did meet a few years back at
McMurdo Station, the entryway to the Antarctic. McKay was heading
for the dry interior valleys, while Stetter was hunting for organisms on
Mount Erebus, the 4000-meter (13,000-ft) volcano that rises from the
Ross Sea not far from McMurdo.

We catch up with Stetter at a less exotic location, a Los Angeles
hotel. He is a frequent visitor to ucLA, the home base of fossil-microbe
hunter Bill Schopf (see Chapter 1). Recalling his meeting with McKay,
Stetter adds a detail that McKay didn’t bother to mention—that McKay
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had a broken leg at the time. Of himself, Stetter says: “I'm not the wild
adventurer that people think. I'm a very careful person. But I have the
privilege to visit parts of the world that other people would never see—
like the summit of Mt. Erebus, or the mid-Atlantic ridge, four kilome-
ters beneath the ocean surface—so the adventures happen by them-
selves.”

Stetter looks to be in his fifties and has thinning, sandy hair. While
speaking, he waves his hands wildly in the air or stabs a finger at his
questioner; his facial features go through an unending sequence of
contortions, as if struggling with the fine points of the English lan-
guage.

Stetter seeks hyperthermophiles, the “lovers of beyond hot.” To such
organisms the ground surface at Badwater, which can reach a foot-
blistering 60°C (140°F) on a summer afternoon, would be paralyzingly
cold. Hyperthermophiles thrive at 80°, go°, and 100°c. In the ocean
depths, where the pressure of overlying seawater keeps the water from
boiling, hyperthermophiles may thrive at even higher temperatures.
The current record holder, a bug called Pyrolobus fumarii, was found
by Stetter and the late Holger Jannasch, of the Woods Hole
Oceanographic Institution, at a hot vent on the mid-Atlantic ridge,
under 3650 meters of seawater. It grows only at temperatures between
90° and 113°c and can survive at 120°c (248°F) for at least an hour.
Cool it below 9o°c, a temperature that in humans causes third-degree
burns, and it stops growing for lack of heat.

Stetter and others have found hyperthermophiles wherever the tem-
peratures are appropriate: in the boiling hot springs of Yellowstone
caldera and other land volcanoes, deep under Arctic permafrost, in shal-
low submarine hot springs, at deep-ocean volcanic vents, even in the hot
effluent from nuclear power stations and smoldering coal-refuse piles.
Since hot water, and especially hot seawater, can hold very little dis-
solved oxygen, it is no surprise that many hyperthermophiles are anaer-
obic: they do without oxygen and are often poisoned by it. At lower tem-
peratures, however, when the organisms go into a state of suspended
animation, they can tolerate oxygen. It is in this state, presumably, that
they are carried from one isolated hot-water habitat to another.

It was the isolation of Mount Erebus that intrigued Stetter. “Mount
Erebus is a very active volcano,” he says, “but could there be hyper-
thermophiles in a continent that's been frozen for 30 million years?
Even where the fumaroles (steam and gas vents) come up, they build
up huge ice caves. It’s quite spectacular. There's no liquid water on the
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surface, but there’s a layer of water in the soil, heated from below.
There we found hyperthermophiles.”

Besides his skills as an explorer, Stetter says he has been credited
with “green thumbs” for his ability to make exotic organisms grow in
laboratory culture. “One word I don’t like is non-culturable, he says.
“It’s a challenge. We can’t use the techniques of the great old men like
Louis Pasteur and Robert Koch. For example, we can’t isolate organ-
isms by plating them onto culture medium [like agar]. The medium
deteriorates at those high temperatures. Instead, I pick out single or-
ganisms under the microscope, using ‘optical tweezers,” a highly fo-
cused infrared laser beam.”

“I didn’t want to have a curiosity shop. I wanted to do it on a bigger
scale. I call it my ‘witches’ kitchen,”” Stetter says, alluding to a scene
from Goethe’s Faust. “So I developed fermenters, up to 300 liters ca-
pacity. The challenge is to bring hydrogen to the organisms at temper-
atures above 100°c—the end product may be hydrogen sulfide, which
corrodes even stainless steel within days. One fermenter was looking
almost like modern art. So now we use titanium.”

One central question that Stetter and many other researchers have
attempted to answer is: What is it about hyperthermophiles that al-
lows them to survive at temperatures that are lethal to most other or-
ganisms? And is there any upper limit to the temperatures at which
life might exist? Just like McKay’s research, therefore, Stetter’s work
on hyperthermophiles helps define the cosmic habitats in which life
might be found.

The key to survival at a high temperature, it turns out, is not a single
clever trick but a large number of minor differences that collectively
allow the molecular constituents of hyperthermophiles to stay intact
as the heat stress increases. In general, biological macromolecules
such as proteins, nucleic acids, and lipids (fats and oils) are relatively
rigid at low temperatures and become progressively more flexible or
floppy as the temperature increases. There is some point along this
rigid-flexible continuum where a particular kind of molecule does its
job best: at too low a temperature it is incapable of making the subtle
adjustments in molecular shape that allow it to interact with other
molecules, while at too high a temperature it becomes so unstable that
it spends little time in anything close to the proper shape and may ul-
timately break down irreversibly. In hyperthermophiles, the correct
degree of flexibility is achieved at a much higher temperature than is
the case with conventional organisms.
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How is the flexibility of macromolecules adjusted? In the case of
proteins, such as enzymes, the basic answer was found by the pio-
neering British molecular biologist Max Perutz in the 1970s. Proteins
consist of one or more polypeptides (chains of amino acids) folded
into knots that look random but are in fact amazingly precise. What
stops the knot from coming unraveled is the presence of cross-bridges
between pairs of amino acids in places where two stretches of the
chain happen to come close to each other. These bridges are of various
kinds, but the kind that seems to be important for heat stability is the
ion pair, in which an amino acid carrying a negatively charged side
group (e.g., aspartic acid) is attracted to an amino acid with a positively
charged side group (e.g., arginine).

Two groups of researchers—one at the University of Regensburg
led by Stetter’s colleague Rainer Jaenicke, and the other at the
University of Sheflield, England, led by David Rice—have used the la-
borious technique of x-ray crystallography to determine the three-di-
mensional shape of enzymes taken from hyperthermophiles and have
compared the results with those from conventional organisms.5 Both
groups find that the enzymes from heat-loving organisms are much
richer in ion pairs—they possess almost twice as many as their con-
ventional counterparts. Furthermore, the ion pairs are linked into net-
works girdling the molecule; these networks are thought to hold the
protein in a relatively compact shape, helping it resist heat-induced
motions (see Color Plate 3). So far, however, attemps to manipulate
the heat-stability of enzymes by varying the number and location of
ion pairs have been disappointing.

Somewhat comparable differences are seen between the lipids of
hyperthermophile and conventional organisms. But the most intrigu-
ing molecular differences concern pna. Organisms can adjust the sta-
bility of their pna by varying the proportions of the two kinds of base
pairs, adenine-thymine (a-1) and guanine-cytosine (G-c). The G-c pair
sticks together by means of three “hydrogen bonds,” the a-T pair by
only two. Hyperthermophilic organisms tend to have a high propor-
tion of G-c pairs, compared with conventional organisms, and thus the
two strands of the double helix are less easily pulled apart by random
thermal motions.

In addition, however, all hyperthermophile organisms (and no or-
ganisms that live at conventional temperatures) possess an enzyme
called “reverse gyrase,” discovered by Akihiko Kikuchi and Keiko
Asai of the Mitsubishi-Kasei Institute of Life Sciences in Tokyo,
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Japan.6 To understand what this enzyme does, one has to be aware
that in prokaryotes (single-cell organisms without nuclei) most of the
cell’s pna takes the form of a very long double-helical molecule that
is joined at the ends to form a closed loop. Because the loop is closed,
the total number of turns of the double helix, as one goes once
around the loop, is topologically fixed: unwinding the helix at one lo-
cation must “overwind” it at other locations, and vice versa. The re-
verse-gyrase enzyme, however, is able to cut the loop, add extra turns
to the helix, and reseal it, leaving the pNa in a permanently over-
wound condition. The overwinding tightens the double helix, thus re-
sisting the tendency of the molecule to become too flexible at high
temperatures.

Microorganisms that live at conventional temperatures, such as the
much-studied E. coli, don’t possess reverse gyrase, but they do possess
an enzyme called “gyrase,” that has exactly the opposite function: it
“underwinds” DNa, leaving it in a more floppy condition. (Gyrase was
discovered first: that’s the only reason that reverse gyrase is called “re-
verse.”) E. coli switches on its gyrase enzyme when it is exposed to
cold. Thus, we can begin to see how microorganisms can keep their
DNA in an optimal state of flexibility in the face of large differences in
temperature.

So what is the upper temperature limit for terrestrial life?
According to Stetter, life could exist at temperatures well above 120°c.
The molecular backbones of proteins and pNa remain intact up to
temperatures of about 180°c. Some of the small molecules that play a
vital role in metabolism, such as the universal energy supplier adeno-
sine triphosphate (atp), break down at lower temperatures, so organ-
isms living at 180°c—if any do—would have to find a more heat-stable
substitute. When pressed, Stetter suggests 150°c (302°F) as the proba-
ble upper limit for life “as we know it.”

Many hyperthermophiles lead a biochemical lifestyle that seems
very alien to our own, yet when we study these lifestyles in detail, we
can get a sense of the underlying similarity of all living processes.
Take a deep-sea vent organism called Methanopyrus—actually a genus,
or collection of closely related species. It lives in the water-permeable
rocky walls of the chimneys through which the hot-vent fluids emerge
into the ocean. Stetter has found that as many as a hundred million
Methanopyrus organisms can inhabit a single gram of the rock. (Still,
that’s not as densely populated as ordinary garden soil, which contains
more than a billion microorganisms per gram.)
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Methanopyrus makes a living by taking molecular hydrogen (H,)
and carbon dioxide (CO,), both of which are present in the vent fluids,
and making methane (CH4) and water. The reaction can be written
like this:

4H2 + C02 —> CH4 + 2H20

This is an oxidation-reduction, or electron-transfer, reaction: electrons
are being stripped from the hydrogen gas and donated to the carbon
dioxide, thus reducing it. Protons come along for the ride, so the car-
bon atom ends up surrounded by uncharged hydrogen atoms rather
than by negatively charged electrons. But the protons are pretty irrele-
vant from an energy-budget point of view because in any watery envi-
ronment they are free for the taking—they are formed spontaneously
by the dissociation of water molecules. Electrons, on the other hand,
do not exist as free particles in water; rather, they must be transferred
directly from donor to acceptor molecules. That is the reason that oxi-
dation-reduction reactions in aqueous solution are usually defined as
electron transfers rather than as hydrogen transfers.

In this sense, beasts as difterent as Methanopyrus and Homo sapiens
make their living in the same way. Humans survive by burning simple
foodstuffs such as glucose (CgH;,0¢) by the following reaction:

CgH1,0¢ + 60, —» 6CO, + 6H,0

in which electrons are transferred from the glucose to the oxygen.
Organisms can in principle derive energy from any electron-transfer
reaction, but only by running the reaction in the downbhill direction—
that is, the direction in which the free energy of the entire system (the
energy available for doing work) is reduced. This, of course, is man-
dated by the second law of thermodynamics. The energy difference be-
tween the two states may be released as heat or, as we'll see in a mo-
ment, may be put to more constructive uses.

Everett Shock of Washington University, St. Louis, has studied the
chemical system in which Methanopyrus lives.” The fluid rising
through the vent is at a temperature of about 400°c. At this high tem-
perature, the carbon dioxide and hydrogen are in equilibrium: no en-
ergy is to be gained by a reaction between them. As the fluid mixes
with cold seawater, however, the temperature drops to a range
(6o-250°c) in which the gases are out of equilibrium: the conversion
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to methane lowers the free energy of the system. As it cools even fur-
ther, below 60°c, the mixture of hydrogen and carbon dioxide is again
in the lower-energy state, and the conversion to methane is no longer
favored. Only if Methanopyrus locates itself in the middle-temperature
region can it extract energy from the conversion. Thus, the heat-toler-
ant nature of Methanopyrus is absolutely crucial to its ability to utilize
the CO, —» CH, reaction as an energy source.

Stetter mentions another crucial variable—pressure. “The reaction
used by Methanopyrus has a negative reaction volume, meaning the
volume of the dissolved gases is less at the end of the reaction. Five
volumes of gas are reduced to one volume of gas. Under the pressure
of four kilometers of seawater, that reduction in volume is greatly fa-
vored.”

The reaction used by Methanopyrus, like nearly all other biological
energy-supplying reactions, can be viewed as a river of electrons
flowing downhill on an energy gradient. But if the flow is downhill,
why don’t the hydrogen and carbon dioxide simply react sponta-
neously to form methane, without waiting for help from
Methanopyrus? The reason is the same as the reason that a bowl of
sugar, sitting exposed to the air, doesn’t burst into flames: there are
energy barriers on the downward slope that prevent the reaction from
occurring spontaneously at any reasonable speed. What Methanopyrus
provides are enzymes—catalysts that act as tunnels through the en-
ergy barriers, like the tunnels that convey water through a dam. And
by putting molecular “turbines” in these tunnels, Methanopyrus can
use part of the liberated energy for what it really wants to accomplish:
the synthesis of organic compounds and arp. That, in a nutshell, is
metabolism.

There’s only one other major trick that our Life has dreamed up,
and that is photosynthesis—in particular the advanced, oxygen-liberat-
ing photosynthesis that is used by cyanobacteria and green plants.
These organisms take the low-energy electrons that emerge at the bot-
tom end of the river and, using the light energy captured by chloro-
phyll, boost the electrons back up to the top again. It's just like those
recirculating cascades that some people have in their yards: the elec-
trons do work on the way down and get work done to them on the way
back up. Photosynthesis has two major advantages over the lifestyle of
Methanopyrus and similar organisms. First, it taps directly into a huge
energy supply, far greater than the geothermal energy supply available
at the deep-sea vents and elsewhere. Second, it dispenses with the
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need for minerals or gases as electron donors and acceptors.
Photosynthesis gives you the freedom to go where you want, so long
as you stay in the sunlight.

The realm of the deep-sea-vent colonies and the realm of photosyn-
thesis seem like totally independent systems, each invested in its own
way of making a living. But, in fact, they are not independent. Many of
the organisms in the vent colonies, especially those that live in the
cooler zones a little distance away from the emerging fluid, use the
oxygen that is dissolved in the seawater—oxygen that was originally
liberated by photosynthesis at the Earth’s surface. Such organisms in-
clude not just the visible creatures of the colonies—the tube worms
and crabs—but also some of the microorganisms. There are many mi-
croorganisms, for example, that make a living by transferring elec-
trons from reduced forms of sulfur to oxygen. Without photosynthesis
on the surface, none of these organisms could exist, and the vent com-
munities would be much less diverse. That’s part of the reason that
Chris McKay is a “sunlight chauvinist”: photosynthesis supports not
only the organisms who practice it and those who eat them, but also
many of the seemingly independent organisms that live by carrying
out inorganic reactions.

Another group of creatures whose lifestyle seems quite exotic to us
consists of the microorganisms that exist beneath the surface of the
Earth. Not a few millimeters down, like the organisms at Badwater,
but hundreds or thousands of meters down, far beyond the reach of
the Sun’s rays. Almost everything about these organisms is controver-
sial, including in many cases the most basic question of all: Are they
alive or dead?

According to microbiologist David Bulkwell, of Florida State
University, more than nine thousand species of microbes have been
found in the depths of the Earth, mostly by the examination of drill
cores or water samples from deep wells. The majority of the finds have
been in sedimentary rocks, which have pore spaces through which
water can circulate. Some of the microbes live off organic material that
was deposited with the sediments when they were originally laid down
ot that percolated down into the rock at a later time. Other microbes
carry out profitable electron-transfer reactions on chemicals available
in their environment—they may reduce oxidized sulfur (sulfate) to
sulfide, for example. Because the temperature rises with increasing
depth, many of the subsurface microbes are thermophiles or hyper-
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thermophiles. If Stetter is right that the upper temperature limit for
life is around 150 to 160°cC, organisms might survive down to about
5 kilometers below the surface in continental crust, and perhaps to
twice that in oceanic crust, which heats up more slowly with depth.
But no one has actually found life that far beneath the surface.

Microorganisms are not only found in sedimentary rock. Todd
Stevens and James McKinley, of Battelle, Pacific Northwest National
Laboratory (the research institute associated with the Hanford nuclear
facility in southern Washington State), have found microbial commu-
nities in water extracted from the Columbia River basalts.® These are
layers of volcanic rock, several kilometers thick in total, that were
formed during massive eruptions about 10 million years ago.
Reactions between water and iron-bearing minerals in the rock pro-
duce hydrogen, and the microorganisms transfer electrons from the
hydrogen to carbon dioxide, forming methane—the same reaction
used by Methanopyrus at the deep-sea vents. The methane-producing
organisms, which are the primary producers, supply organic com-
pounds for a variety of other anaerobic microorganisms that share the
same habitat. Thus, unlike the deep-sea-vent communities, the basalt
ecosystems are entirely independent of solar energy.

These buried microbial communities can remain isolated from the
surface ecosystems for extraordinarily long periods of time. Some mi-
crobiologists believe that the microbes became enclosed in the rock
when it first formed. Since some of the rocks in which organisms have
been found date from the Cretaceous period, this would mean that the
microbes have been there for over 65 million years. As the rock be-
comes more deeply buried and compressed, the size of the water-filled
pores within it decreases, until eventually the microbes may be
trapped in solitary confinement. This kind of existence has both ad-
vantages and disadvantages. On the downside, there may be nothing
left for the microbe to eat, but on the upside, there are no other organ-
isms around to be eaten by. Therefore, it's been suggested, the mi-
crobes go into a state of “starving dormancy”—a near-death experi-
ence that can last virtually forever. The bulk of the Earth’s biomass,
some people have suggested, consists of these inert but living mi-
crobes, trapped in rock pores far beneath our feet.

Chris McKay is skeptical. “There’s two reasons why it might not
work,” he tells us. “One is random thermal decay. If you're frozen in
liquid nitrogen, or if you're in the permafrost on Mars, you might be
okay; but at room temperature or above, things break down. Left-
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handed amino acids—the kind life uses—turn into right-handed
amino acids. That'’s a disaster, and there’s no way around it. And the
other thing is radiation from the rock—from the uranium and tho-
rium and potassium that’s there. Over millions of years it adds up to
megarads. If you're not working to repair that damage, you're dead.”

Whether they are dead or dormant, the apparent ability of microbes
to remain intact inside rock over geological periods of time has an im-
portant bearing on the search for life on other planets, as McKay is the
first to acknowledge. We’ll have more to say about this aspect of the
matter in Chapter 3.

There’s another reason to be interested in hyperthermophiles and
other exotic microorganisms, besides what they have to tell us about
possible habitats for life. They also can give us important clues about
the course of early evolution on Earth and about the nature of evolu-
tion itself.

Probably the most familiar image in evolution is the “tree of life,” in
which all currently living species, as well as extinct species that were
evolutionary dead ends, are represented as leaves. The chains of ex-
tinct organisms that led to the “leaves” are represented by the trunk
and by branches of diminishing thickness. According to the nine-
teenth-century German biologist Ernst Haeckel, the trunk of the tree
of life had three major branches: animals, plants, and single-celled or-
ganisms. In the 1930s, a Frenchman, Edouard Chatton, proposed that
there was an even more fundamental branching of the tree, which
gave rise to cells with and without recognizable nuclei. The organisms
without nuclei were called “prokaryotes” (or “bacteria”), while the or-
ganisms with nuclei (including animals, plants, fungi, and single-
celled nucleated organisms like amoebas) were called “eukaryotes”.

Until the advent of molecular biology in the 1950s, the classification
of organisms (a science called “taxonomy”) depended almost entirely
on morphological criteria: creatures were assumed to be related if they
looked alike. Since prokaryotes don’t have many interesting anatomi-
cal features, taxonomists tended to ignore them. But that changed
with the development of techniques for sequencing pNa and RrNa,
which allowed organisms to be classified on the basis of their genetic
similarities. A leader in this field has been Carl Woese, a molecular bi-
ologist at the University of Illinois.?

Woese focused on a single kind of Rva known as 16s rrNa, which is
a constituent part of the ribosome, the cell’s protein-synthesizing fac-
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2.1 Carl Woese’s 16s rrNa tree of life, modified by Karl Stetter to emphasize the parts of the tree
occupied by hyperthermophiles (heavy lines). The position of the tree’s root is speculative (cour-
tesy of Karl Stetter).

tory. He chose it because it is abundant, it is present in all organisms,
and it is a relatively short piece of rRNa that can be sequenced without
too much difficulty. Woese and his colleagues set out to sequence the
16s 1RNA from organisms of many different kinds, from humans to
the humblest prokaryote.

Unlike traditional taxonomy, which can make use of fossils,
Woese’s approach could only provide direct data about living organ-
isms. But he used some fancy statistical footwork to reconstruct the
tree’s internal structure. Basically, Woese (or his computer) searched
for a branching structure in which the distance between any two or-
ganisms, measured along the branches, was proportional to the de-
gree of difference between their 16s rRNA sequences, and in which the
total number of branches was minimized.

The resulting tree, it turns out, has three major branches rather
than two: the previously recognized group consisting of eukaryotes
forms one branch, but the prokaryotes fall into two groups, which
Woese called “bacteria” and “archaea.” Most of the familiar bugs—the
E. coli that inhabits our large bowel, many disease-causing microor-
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ganisms, the cyanobacteria, and many others—are bacteria. The ar-
chaea are mostly rather unfamiliar organisms, many of which derive
energy from exotic electron-transfer reactions involving minerals or
gases. Methanopyrus, for example, is an archaeon. So too is Halobacter,
the pink-colored organism in the surface layer at Badwater (the “bac-
ter” in its name is a hangover from the days when all prokaryotes were
considered bacteria).

Because rNA does not mutate at the same rate in all organisms, the
16s rRNA tree is not “time-labeled.” Therefore, on the basis of the rva
data alone, Woese could not pick a single point on the tree and say,
“This is the root, the spot from which all extant life originated.” But he
could make an estimate of the root’s location by looking at genes that
have duplicated and diverged from each other early in the history of
life on Earth. Because these duplication events are one-way processes,
they provided “arrows of time.” Collectively they pointed back to a lo-
cation on the tree, between the bacteria and the dividing point be-
tween the archaea and the eukaryotes, as being closest to the tree’s
root. Thus, the tree suggested a rather surprising conclusion: that we
humans, as eukaryotes, are more closely related to the exotic archaea
than to the humdrum bacteria.

Perhaps the most interesting thing about the tree, though, is that all
the organisms nearest to the tree’s root (in both the bacterial and ar-
chaean domains) are hyperthermophiles, and most of them are organ-
isms that survive by catalyzing electron transfers among minerals or
gases. Of all the currently living creatures that we know about, our
lowly friend Methanopyrus, that lives in 100°c water and feeds off hy-
drogen and carbon dioxide, may be closest to the last common ances-
tor of all present-day life on Earth. These findings strongly suggest
that the last common ancestor was also a hyperthermophile. We are all
descended, it seems, from organisms that lived in near-boiling water!

Karl Stetter sees a connection to Giinter Wichtershiuser’s ideas
about the origin of life, (described in Chapter 1). Life started at a high
temperature near deep-sea vents, around 4 billion years ago, when vol-
canic activity was far greater than it is now and the Earth was still sub-
ject to frequent bombardment. It stayed hot for perhaps 200 million
years, diversifying into hyperthermophilic bacteria, hyperther-
mophilic archaea, and possibly hyperthermophilic eukaryotes. If any
nonhyperthermophiles evolved during this period, they were obliter-
ated by the next major impact. Then, when the bombardment ceased,
permanently cool environments offered themselves, and all three do-
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mains gave rise to organisms capable of living at what we call “nor-
mal” temperatures.

Not everyone agrees with this scenario. Leslie Orgel, for example,
points out that a long period may have elapsed between the origin of
life and the last common ancestor. (Attempts to date the last common
ancestor by protein sequencing of modern organisms have yielded es-
timates ranging from 2 to over 3.5 billion years ago.1%) Thus, even if
our last common ancestor was a hyperthermophile, its ancestors
might have lived at conventional temperatures. Adjustment to
different temperatures, Orgel suggests, might be quite rapidly accom-
plished. Patrick Forterre, a French molecular biologist who has done
much research on the molecular basis of heat tolerance, has proposed
that the ancestral organisms were moderate thermophiles that lacked
both gyrase and reverse-gyrase enzymes.!” Some of these organisms,
he suggests, evolved a reverse-gyrase enzyme and became hyperther-
mopbhiles, while others evolved a gyrase enzyme and became adapted
to life at cool temperatures.

Furthermore, no hyperthermophilic eukaryote has yet been posi-
tively identified. Stetter has seen amoebalike creatures, almost cer-
tainly eukaryotes, on the hot surfaces of pieces of deep-sea vents
brought up by submersibles. “It’s not so easy to operate a microscope
on a ship,” he says. “Everything is trembling because of the diesel en-
gine. But we saw them among the crystals of magnetite—we meas-
ured a temperature of about 100°c. Unfortunately, we have not been
able to culture them so far. It's a tremendous challenge.” If such or-
ganisms were confirmed to be eukaryotes, and to have 16s rrNa se-
quences that placed them near the base of the eukaryote line, the no-
tion that we are all descended from hyperthermophiles would be
greatly strengthened.

Carl Woese’s tree of life, based on 16s rrna sequences, is simple
and elegant, but it may have significant shortcomings, as Woese him-
self has recently come to acknowledge. The major problem is that
Woese’s tree relies on analysis of a single gene, and it makes the as-
sumption that this gene is representative of an organism’s entire set of
genes (or genome). This assumption turns out to be flawed.

We can see how misleading the single-gene approach can be if we
think about disease-causing genes in humans. There are several rare
genetic disorders, affecting perhaps a few hundred people in the
United States, in which the defective gene is suspected of having been
brought into the country by one affected individual, several genera-
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tions ago. If we focus entirely on this gene, we can construct an evolu-
tionary tree that links all the affected individuals to that immigrant,
who becomes their “last common ancestor.” But this ignores the fact
that, thanks to sexual reproduction, each of us inherits one half of our
genes from each of two parents, one quarter from each of four grand-
parents, and so on. Thus, if we select a different gene to study, that im-
migrant will almost certainly not be the common ancestor of all the
affected individuals; in fact, he or she may not show up as an ancestor
to any of them.

Thanks to the development of rapid gene-sequencing techniques, it
has recently become possible to determine the sequences of many
genes across different species. In fact, as of this writing, researchers
have sequenced the complete genomes of fifteen organisms, includ-
ing bacteria, archaea, and two eukaryotes (a yeast and a microscopic
worm). [t turns out that, indeed, evolutionary trees based on different
genes are different from each other. If one focuses on genes that play
a role in the copying of pNa into rRNA and protein (“informational
genes”), for example, one gets trees in which eukaryotes are more
closely related to archaea than to bacteria, as in the 16s rrNa tree. If,
however, one focuses on the much more numerous genes that code
for enzymes involved in regular metabolism (“operational genes”),
one gets trees in which eukaryotes are more closely related to bacteria.

There can only be one true history of evolution. Therefore, the
metaphor of the “tree,” while it may apply to single genes, seems not
to adequately describe the evolution of organisms. Rather, we have to
acknowledge that something analogous to sex happens, not just
within species, but between species. Individual species must some-
times acquire their genetic endowment from more than one parent
species. Instead of always diverging, the paths of evolution also some-
times rejoin, and the appropriate metaphor for evolutionary history
may not be a “tree” but a “braided channel.”

Transfer of genes between different species is, in fact, a well-docu-
mented phenomenon. Bacteria belonging to different species can
pass genes for antibiotic resistance among each other, for example.
One bacterium, Agrobacter tumefaciens, can insert foreign genes into
the genomes of crop plants—it is much used in genetic engineering.
And retroviruses such as H1v (human immunodeficiency virus) can
insert genes into the genome of human cells (although not into
germ-line cells). Thus, one way out of the paradox of the evolutionary
data is to say that the “last common ancestor” was not a single
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species, but a large number of species that swapped genes among
themselves.

Carl Woese has recently elaborated on this idea.? He has suggested
that the first organisms were “progenotes”—organisms with very
small genomes that replicated with many errors. These organisms
readily swapped genetic material among themselves, so that the no-
tion of discrete species was not yet a reality. Because of the high error
rate, the small genome size, and the swapping of genetic material,
evolution proceeded very fast at this stage. As evolution proceeded,
genomes became larger, and the error rate decreased. These two
processes went hand in hand because special proteins, requiring extra
genes, were needed to control and perfect the replication process.
Bacteria, archaea, and eukaryotes arose independently from this pool
of progenotes, each domain helping itself, cafeteria style, from the
genes available. In the process, the fidelity of p~Na replication in-
creased greatly, allowing much larger genomes, and the free exchange
of DNaA decreased, giving rise to discrete taxonomic groups, including
species. Thus, there was never an individual “last common ancestor”
that possessed all the ancestral genes of archaea, bacteria, and eukary-
otes.

Evolution became more “treelike” after the separation of the three
major domains, but genetic convergence still took place. One radical
way in which this happened was by the fusion of entire individuals of
different species. We already mentioned lichens—fungi containing

2.2 Ancient invaders? This is part of a leaf cell
from a corn plant. The large oval structure oc-
cupying most of the field is a chloroplast; its
complex internal membranes capture sun-
light. Part of another chloroplast is seen at
top left. Between the two chloroplasts are two
smaller bodies containing dense particles and
irregular membranes. These are energy-sup-
plying mitochondria. Both chloroplasts and
mitochondria are believed to have evolved
from endosymbiotic microarganisms (elec-
tron micrograph courtesy of Lynn Margulis).
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algae. This association is not a complete fusion into a single organism,
however, because both the fungus and the alga each have their own
genetic apparatus and are each capable of independent life. In addi-
tion, the algae are not topologically inside the cytoplasm of the fungus,
but are enwrapped by fungal strands. Some symbiotic organisms do
dwell entirely within the cytoplasm of their hosts, however; this phe-
nomenon is termed “endosymbiosis.”

According to Lynn Margulis of Boston University, endosymbiosis
has, on many occasions, led to the complete integration of organisms
with their host, so that the resulting hybrid cell became a single
species.’® The most clear examples, which are now universally ac-
cepted, concern the widespread cellular organelles called mitochon-
dria and chloroplasts. Mitochondria are organelles within most eu-
karyotic cells that transfer electrons from simple organic compounds
to oxygen, producing energy-rich atp in the process. Chloroplasts are
the chlorophyll-containing organelles within the cells of green plants
that carry out oxygen-liberating photosynthesis. Both these types of or-
ganelles evolved from free-living prokaryotes that became endosym-
bionts within eukaryotic cells. Although most of their genes have been
lost or transferred to the nuclei of their host cells, mitochondria and
chloroplasts do still contain a few genes of their own, along with the
machinery for translating them into rNa and protein. By sequencing
these genes, researchers have identified relatives of mitochondria and
chloroplasts among prokaryotes: mitochondria are related to the bac-
terium Rickettsia prowazekii, an intracellular parasite that causes epi-
demic louse-borne typhus, while chloroplasts have relatives among
the photosynthetic cyanobacteria.

Margulis has suggested that several other eukaryotic organelles
originated as endosymbionts but are not easily recognizable as such
because they have lost all their genes to their host. Among them are
the organelles called “flagella” (or, if there are many of them, “cilia”).
These are motile, whiplike structures, projecting out from the cell sur-
face, that either move the entire cell around (as with sperm) or move
extracellular material past the cell (as with the ciliated epithelial cells
of our trachea and bronchi, that move mucus out of the lungs).

Margulis believes that flagella originated as free-living bacteria
called “spirochetes” (one species of which is the causative organism of
syphilis). The great potential interest of this hypothesis is that it might
explain how eukaryotic cells came by one of their key proteins, tubu-
lin. This protein, along with another, actin, is responsible for the cy-
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toskeleton of eukaryotic cells—the stiff but remarkably malleable
scaffolding that gives these cells the ability to adopt an infinite variety
of shapes and to engulf foodstuffs and other organisms. Microtubules,
made of tubulin, form the core of flagella; so Margulis suggests that
tubulin and actin, and perhaps the other cytoskeletal proteins, were
originally a component of the endosymbiotic spirochetes.

This idea has not been widely accepted. First, there are no genes in
the flagella themselves to sequence. And second, in spite of consider-
able work by Margulis and others, no one has been able to find a class
of free-living organisms that has genes corresponding to the cy-
toskeletal genes in eukaryotes. In fact, the origin of these genes, so im-
portant to the evolution of eukaryotes, is still largely a mystery.

It's not known when exactly the ancestors of mitochondria entered
their host eukaryotes. For a time, it was thought that it happened quite
late in evolution, long after eukaryotes diverged from the bacteria and
archaea, because some primitive single-celled eukaryotes, such as the
intestinal pathogen Giardia lamblia, lack mitochondria altogether. But
it's now clear that Giardia possesses several genes that are of mito-
chondrial origin: it must have got rid of its endosymbionts but kept
some of their genes.'# So it’s possible that eukaryotes acquired en-
dosymbiotic organisms almost as soon as the former diverged from
archaea and bacteria.

The most daring hypotheses of this kind, however, attempts to ex-
plain the very origin of eukaryotes as a fusion event. One such hypoth-
esis was put forward in 1998 by William Martin (of the Technical
University of Braunschweig, Germany) and Miklés Miiller (of the
Rockefeller University in New York).'s They propose that the first eu-
karyote was formed when an archaeon engulfed a bacterium. The bac-
terium, they say, consumed organic compounds and, in anaerobic
conditions, released hydrogen and carbon dioxide. The archaeon was a
completely anaerobic organism, like Methanopyrus, that consumed
those same two gases and produced methane and organic com-
pounds. Relationships between such organisms are obviously of mu-
tual benefit; in fact, such relationships are the basis of the ecosystem
in the Columbia River basalts, as described earlier. After fusion, the
bacterial symbiont developed into mitochondria, but many of its genes
were transferred to the host, which eventually gave up its hydrogen-
consuming, methane-producing ways.

This hypothesis doesn’t explain the origin of the eukaryote’s cy-
toskeletal genes. A further wrinkle, however, has been added by Russ
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Doolittle of the University of California, San Diego. He proposes that
the fusion of archaeon and bacterium actually took place within the cy-
toplasm of a “protoeukaryote” that had previously engulfed them both,
thanks to a cytoskeleton that the protoeukaryote already possessed.
The resulting three-headed monster, Doolittle suggests, was so suc-
cessful that it drove its simpler eukaryote siblings to extinction.

Whether any of these scenarios are correct is a question that will
have to wait for the discovery and study of eukaryotes more primitive
than any so far known. But the general message is clear: Evolution
proceeds by divergence and by convergence of genetic information.
All terrestrial life is linked, not just by some remote common ances-
tor, but by a process of genetic exchange and genetic merging that
goes on today and will doubtless continue in the future. How could we
humans, who have recently donated our genes to mice, pigs, and
sheep in genetic-engineering experiments, fail to be aware of that fact?

Chris McKay can certainly relate to these ideas, for he is concerned
with their possible validity on an even larger scale. Like Leslie Orgel,
he takes very seriously the possibility that life can move from planet to
planet in meteorites. He reminds us that, during the late, heavy bom-
bardment, meteorites must have been exchanged between Earth and
Mars much more commonly than they are today, and some of those
meteorites may have contained living organisms. “Earth and Mars
were swapping spit on a regular basis,” he says. “Something very likely
got through, perhaps many times in both directions.”

Did Earth and Mars once form a single gene-swapping ecosystem?
Only the direct study of martian life—if such exists or ever existed—
can give the answer. But McKay has a strong preference. “If it turns
out to be one Life, I'd be very disappointed. I'd be crushed. What I
want to find is an independent origin of life—a second Genesis. That
would be an intellectual watershed. Right-handed amino acids, say, in-
stead of left-handed—that would be remarkable.”
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The Incredible
Shrinking Martians
Searching for Life in the Solar System

seems a little uncomfortable. Although his office is bigger than

those that many scientists enjoy, he’s a bit too tall and rangy for
the space available. His habit of leaping up and hiking over to his
filing cabinets, to pull out papers and more papers on Mars and its
possible inhabitants, accentuates the sense that he’s yearning for the
wide-open spaces.

The building that houses McKay's office is a nondescript structure
on the perimeter of the research center. We find out later, in conversa-
tion with the 10-year-old son of a friend, that Ames’s real attractions
lie elsewhere: the wind tunnel so powerful that it can “blow your face
to the back of your head” and the giant centrifuge that accomplishes
the same trick with g forces. To hear him tell it, Ames is northern
California’s answer to Los Angeles’s Magic Mountain Theme Park,
with just enough science thrown in to make it a legitimate school out-
ing.

But NAsA is serious about its educational mission—and that, no
doubt, explains why McKay is willing to sit down with us for a couple
of hours. For Nasa is anxious to be known for more than gung-ho

Back in his office at NAsA’s Ames Research Center, Chris McKay
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rocketry, and it therefore expends a lot of effort in communicating its
scientific programs, which include the study of life in the cosmos.
Ames scientists have long played a major role in this enterprise. Their
high point was the Viking mission to Mars in the late 1970s. While
other Mars probes were exploding on the launch pad, crashing into
the planet they were intended to study, or inexplicably breaking off
radio contact, the twin Viking spacecraft performed flawlessly. While
the orbiting motherships photographed the planet’s surface at high
resolution for more than a martian year, the landers touched down
gently at their appointed spots and carried out an ingenious and
highly successful set of experiments aimed at detecting life.
Successful, that is, if you don’t mind that they didn’t detect any.

The twentieth century was a bad one for Martians, or at least for
Earthlings’ perception of them. A hundred years ago, Martians were
intelligent, energetic creatures, capable of undertaking vast public
works and even of launching expeditions against Earth. By the cen-
tury’s end, the Martians had been reduced to microbes, cowering in
dark crannies far beneath the planet’s frigid surface. They were most
likely dead—and might even have never lived.

To properly recount the decline and fall of the Martian Empire
would take the industry of a Gibbon. Here, we focus on a few high-
lights, hoping to illustrate the Martians’ most salient characteristic—
an uncanny ability to claw their way back into existence just when they
seemed finally to have been obliterated.

Mars has long been known to resemble Earth in many ways. Like all
the inner planets, it'’s made largely of solid rock. That fact alone makes
it a more plausible candidate to harbor life than the four gas giants in
the outer part of the solar system. The diameter of Mars is only 53 per-
cent that of Earth (and martian gravity is only about 38 percent of ter-
restrial gravity), but because Earth’s surface is two-thirds water, the
land surface on the two planets is about the same. Mars is about
50 percent farther from the Sun than is the Earth; the average inten-
sity of sunlight there is about 43 percent of what we experience on
Earth, so a clear day on Mars is like a lightly overcast day here—plenty
bright enough for photosynthesis.

The martian day is similar to the terrestrial day: 24 hours and 40
minutes. Like the Earth, the axis of Mars’s rotation is tilted with re-
spect to the plane of its orbit around the Sun, so Mars has seasons as
we do. With the seasons, its two white polar caps, which resemble in
appearance the Earth’s ice-covered polar regions, shrink and expand
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considerably. The martian year is longer than ours, however, because
Mars, being farther from the Sun, has a longer orbit to travel and
moves more slowly in that orbit: its year lasts 687 Earth days. Like a
faster runner on an inside track, the Earth keeps lapping Mars—that
happens once every 2.14 terrestrial years. The moment when Earth
passes Mars is called an opposition, because Mars and the Sun are
then on opposite sides of the Earth.

Oppositions are good times to observe Mars, or to send rockets to
Mars, because the two planets are then close to each other. But not all
oppositions offer equally good opportunities. This is because (as dis-
covered by Kepler) Mars’s orbit is quite elliptical, while Earth’s orbit is
nearly a perfect circle. If Earth passes Mars when Mars is close to the
Sun (which happens about every 15 years), the two planets come
within about 0.38 of an astronomical unit of each other; but during
oppositions when Mars is far from the Sun, they come no closer than
about 0.67 of an astronomical unit. The eccentricity of Mars’s orbit
also has consequences for Mars itself: the seasons are asymmetrical,
with southern summers being warmer but shorter than those in the
north. Over long periods of time, however, this relationship changes.

In the Introduction, we already mentioned Percival Lowell, the
American gentleman-astronomer who described the “canals” of Mars.
The Lowells of Massachusetts were known equally for their wealth and
their poetic imagination, and Percival was able to indulge both quali-
ties to the full in his chosen field of study. He had a large observatory
built at Flagstaff, Arizona, for the express purpose of finding life on
Mars. “There is strong reason to believe that we are on the eve of pretty
definite discovery in the matter,” he told a Boston audience in May
1894, before setting out for Arizona to catch a favorable opposition.!
By the following year, he had published a book laying out his discover-
ies: The “channels” previously described by Schiaparelli were artificial
waterways, designed and built by Martians to bring irrigation water
from the polar ice caps to the arid equatorial regions. The canals
themselves were too fine to see, of course, but Lowell supposed that he
was observing the strips of agricultural land irrigated by the canals,
just as a Martian astronomer might spot the green Nile Valley but not
the Nile River itself. He also saw “constructed oases” and other fea-
tures. Lowell published two more books on the topic over the follow-
ing 13 years and gave many public lectures. The presence of intelligent
life on Mars, it seemed, had been scientifically established.

Already in 1894, however, critical voices were heard. E.-W. Maunder,
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the British sunspot expert, suggested that the “canals” were optical il-
lusions—the visual system’s response to the presence of complex, un-
resolvable details in the image of the martian surface. But by then,
Mars was fast receding, and it wasn’t until the next favorable opposi-
tion, in 1909, that observational evidence contradicting Lowell’s find-
ings was obtained. This was the work of Eugene Antoniadi, a Greek-
born astronomer working in France. He reported that, where Lowell
had seen fine lines, there were only the margins of irregular blobs or
slight differences in lightness. Antoniadi’s report, although not uni-
versally accepted, marked the beginning of the end of the “canals” as a
scientifically respectable topic. Ironically, Antoniadi was no enemy to
the notion of intelligent life on Mars. “The presence of animals or
even human beings on Mars is far from improbable,” he wrote, but he
suggested that such life might have died out for lack of water, leaving
only plant life there today.2

Valid or not, Lowell’s work seized the world’s imagination and was
the impetus for two seminal works of science fiction—one British,
one German: H.G. Wells’s War of the Worlds? and Kurd Lasswitz’s Auf
Zwei Planeten (Two planets).4 Both books were published in 1897, and
both concern Martian expeditions to Earth. Wells’s Martians were
monstrous in form and evil in intent: only their susceptibility to ter-
restrial microbes saved humanity. The German novelist, in contrast,
portrayed Martians as resembling humans and as even being capable
of interbreeding with humans; originally well intentioned, they were
driven to repressive measures by rash human responses, such as the
bombardment of a party of Martians by a blockheaded British naval
commander. Parables both, the books inducted aliens into the service
of moral discourse, a function they still perform admirably today.

Simply gazing through a telescope could not answer questions that
were basic to the existence of life on Mars: What was the planet’s at-
mosphere made of, and what was the temperature on the martian sur-
face? In the early part of the twentieth century, other techniques were
brought to bear on these questions, most notably spectroscopy.

Spectroscopy involves breaking up light into a rainbowlike spec-
trum of wavelengths with a prism or grating. Because many elements
and compounds absorb light at specific wavelengths, the presence of
these elements or compounds between the light source and the ob-
server can be recognized on the basis of the characteristic dark bands
they produce in the spectrum. When observing Mars, for example, a
set of bands might be produced by a certain compound in the outer
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layers of the Sun, in the martian atmosphere, on the martian surface,
in the Earth’s atmosphere, or somewhere along the way. The correct
location can in principle be determined by making comparisons be-
tween observations of different targets: for example, bands that show
up when observing Mars but not when observing the Moon are likely
due to elements present on Mars or in its atmosphere. Spectroscopy
can often determine not only the existence but also the amount of a
compound that is present.

Some early spectroscopic observations—for example those con-
ducted by V.M. Slipher at the Lowell Observatory in 19o7—suggested
the presence of abundant water vapor and oxygen in the martian at-
mosphere, circumstances obviously very favorable to the existence of
life. But subsequent studies came up with lower and lower estimates.
By 1926, oxygen was down to “undetectable” levels, and water vapor
was present at no more than 3 percent of its terrestrial abundance. In
spite of these developments, belief in the existence of plant life on
Mars persisted and even strengthened. In 1947, a Dutch-born
American astronomer, Gerard Kuiper, correctly detected the telltale
bands of carbon dioxide in the infrared region of Mars’s spectrum.
This raised the possibility of photosynthesis, since photosynthetic
plants use carbon dioxide as their carbon source. Kuiper failed to de-
tect chlorophyll, but he suggested that martian plant life might resem-
ble terrestrial lichens, some of which use other kinds of molecules to
capture light. Then, in 1957, William Sinton of Harvard University re-
ported that he had detected absorption bands further into the infrared,
which he (wrongly) ascribed to the organic components of plant life
(including carbohydrates). Therefore, he concluded, there was an ex-
tensive cover of vegetation on Mars.

During the 1960s, three Mariner spacecraft flew by Mars and sent
back pictures of a rugged, cratered terrain without any signs of life.
They also sent back data about the atmosphere and surface that made
clear just how hostile to life Mars really is. According to the latest
measurements, the average atmospheric pressure at the surface is less
than one hundredth the pressure on Earth. The atmosphere is 95 per-
cent carbon dioxide and 3 percent nitrogen, with traces of other gases.
There is almost no oxygen, and so little water vapor that, if it were all
squeezed out, it would form a layer of liquid water only about one hun-
dredth of a millimeter thick on the planet’s surface. Even so, water-ice
clouds do sometimes form. Mars is bone-chillingly cold: even at the
equator, the average temperature is only about minus 60°c, and the
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warmest it ever gets is about 7°c. At the polar caps, which consist of
solid carbon dioxide and an underlying layer of water ice, tempera-
tures remain at minus 123°c all winter, rising to a balmy minus 8o°c
at midsummer. Because of the combination of low temperature and
low pressure, liquid water cannot exist on the surface: it would either
freeze or boil. The early Mariner flybys served up a harsh dose of real-
ity for those who believed that Mars possessed a biosphere resembling
Earth’s.

In 1971, Mariner g went into orbit around Mars and photographed
the entire surface of the planet. Although it did not find any more
signs of life than its predecessors did, it revealed many interesting fea-
tures that had escaped earlier observation: great volcanoes, deep
canyons, and what looked like ancient river valleys.

Having this new map of Mars in hand, Carl Sagan and Paul Fox, of
Cornell University, reexamined Percival Lowell’s canal hypothesis.s
They overlaid the Mariner map with Lowell’s canal map, looking for
corresponding features. They found essentially none. Thus, the
“canals” seem to have been entirely the products of the eyes and brain
of Lowell and the other astronomers who claimed to see them.

Still, the discovery of what seemed to be canyons and river valleys
sparked the idea that Mars was once warmer and wetter than it is now.
If so, maybe life evolved there in the past and perhaps was able gradu-
ally to adapt to the changing conditions or had left spores that could be
reawakened by warmth and moisture.

This, then, was the thinking that guided the Viking biology experi-
ments of 1976—77. Each of the landers carried a “biology package,”
about the size of a small television set, which contained equipment to
carry out three different experiments: a “pyrolytic-release” experiment,
a “gas-exchange” experiment, and a “labeled-release” experiment,
each designed by a different research team with a different philosophy
about how to detect life.

In the pyrolytic-release experiment, developed by a team led by
Norman Horowitz of Caltech, the idea was to alter the environmental
conditions as little as possible. Radioactively tagged carbon dioxide
and carbon monoxide, but no water, were added to samples of martian
soil. The sample was left to incubate under a sunlamp for a few days,
so that any organisms in the soil would have a chance to incorporate
the radioactive gases into organic compounds, using photosynthesis if
they so wished. Then the soil was heated to 635°c (“pyrolyzed”) to va-
porize any organic compounds that had been produced, and these
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were measured with a radiation detector. Although the early results of
this experiment were positive, there turned out to be no consistent
difference between the results obtained with untreated soil and those
obtained with soil that had previously been heat sterilized—a crucial
control. Thus, Horowitz eventually concluded that the experiment
offered no evidence for the presence of any living organisms in the
soil.

The gas-exchange experiment, developed by Vance Oyama of Ames,
involved adding water vapor, and then organic compounds, to a soil
sample. The idea was that any microbes in the soil would be reawak-
ened into metabolic activity and would produce gases that were to be
detected and identified by a gas chromatograph. Two gases, oxygen
and carbon dioxide, were indeed given off by the soil samples, but
from the rate and time course of the reaction, Oyama concluded that
the release was due to the presence, not of living organisms, but of a
powerful oxidant—perhaps hydrogen peroxide—in the soil.

In the labeled-release experiment, designed by Gilbert Levin, a solu-
tion of radioactively labeled compounds in water was added to a soil
sample. The sample was kept warm and wet, mimicking conditions
that most terrestrial microbes like. Any gaseous products given off
were measured in a radiation detector. There was in fact a surge of gas
given off after the nutrient mixture was added to the sample, followed
by a slower, steady release. Presterilizing the soil eliminated the re-
lease. Thus, this experiment, considered by itself, did offer some evi-
dence in support of the existence of living organisms in the martian
soil, and Levin held to this interpretation for years after the mission
was over.

In spite of this finding, another Viking experiment (not part of the
“biology package”) helped deflate the hopes for life. A gas chromato-
graph/mass spectrometer, designed by a team at mi1t, searched the
soil for the presence of organic compounds—and found none. Given
the extreme sensitivity of the instrument, the negative result was sur-
prising. After all, organic compounds are known to be present in mi-
crometeorites, as mentioned in Chapter 1, and so they should have
steadily accumulated in the martian soil. There must be something
that destroys organics as fast as they arrive; that something may be the
unidentified oxidizing agent that played havoc with the gas-exchange
experiment.

Thus, while some scientists such as Levin held on to an optimistic
view of the matter, the general feeling was that the Viking landers had
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disproved the existence of life at the locations they examined. And be-
cause the wind on Mars tends to blow surface dust around the planet,
it was hard to see how life could exist anywhere on the surface without
producing some kind of a positive result at the two landing sites.
There were suggestions that living creatures still might be found in
some unexplored niches, such as the polar caps or possible hydrother-
mal springs, but the general effect of the Viking mission was to bring
the notion of life on Mars to a low point of credibility.

Curiously, however, the Viking mission also held the seeds of a re-
birth. While the landers were conducting the biology experiments, the
two orbiters carried out a detailed photographic survey of Mars. It was
the results of this survey, combined with the earlier Mariner data, that
opened a new debate—one that is still raging—about the possible ex-
istence of life on Mars in some past epoch, when the planet was
warmer and wetter than it is today.

“Basically, it boils down to a very simple argument,” says McKay.
“All the conditions on Earth that have been postulated to be critical to
the origin of life have also existed on Mars. Hydrothermal systems, or-
ganics coming from comets, sunlight for photosynthesis, sulfur-rich
CO, [carbon dioxide] chemical systems like Wichtershiuser looks at.
Whatever theory you like, I'll make it work on Mars. Water? Yes,
3.8 billion years ago, when life had already appeared on Earth, water
was flowing on Mars.”

McKay brings out a picture that looks, at first glance, like a photo-
graph of Earth as seen from the Moon: a sphere hanging in the black-
ness of deep space, with a ruddy continent set off by clouds and by the
engirdling blue of a vast ocean. “I used this in an article for Astronomy
magazine,” he says. “It’s a real case of a picture worth a thousand
words. I show this to a general audience and say ‘Mars may have
looked like this once. This is not just a fantasy.” "6

To make his ocean, McKay relied heavily on the work of Michael
Carr, a planetary geologist at the United States Geological Survey at
Menlo Park, a few miles north of Moffett Field.” Carr has made a close
study of what appear to be water-carved features on Mars’s surface.
The most spectacular of these features are the “outflow channels,”
many of which are found in the region around the Chryse Basin in
Mars’s northern hemisphere, just to the east of the towering volcanoes
of the Tharsis Highlands.

The outflow channels were formed when highly pressurized subter-
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3.1 The remains of a great martian flood. The triangular depressed area is named Ravi Vallis. The
irregular biocks in the upper right portion of the area form “chaotic terrain,” where the land sur-
face collapsed after the release of huge guantities of subterranean water. The floodwaters ran
downslope (to the lower left) scouring out a deep channel. The scene is about 250 kilometers
wide (Viking Orbiter image, courtesy of Tim Parker, jpL).

ranean water burst through a confining lid of permafrost and erupted
as catastrophic floods onto the planet’s surface. The regions where the
eruptions took place are known as “chaotic terrains”: chaotic because
the land surface collapsed in irregular blocks after the underlying
water was ejected. The channels scoured by the raging floodwaters
lead from the chaotic terrains downbhill to the northern lowlands. The
size of some of the channels is truly impressive: at the peak of each
outflow, which probably lasted no more than a few days or weeks,
water must have flowed at rates of up to a billion cubic meters per sec-
ond—the equivalent of ten thousand Mississippi rivers in full spring
flood. Each flood delivered up to 300,000 cubic kilometers of water to
the northern lowlands, and the combined total of water delivered by all
the floods (estimated from the amount of material eroded away to
form the channels) was at least 6,000,000 cubic kilometers. This vol-
ume of water, if it were spread evenly over the entire planet, would
form a layer 40 meters thick.

But there was much more water than that. The regions that were
subjected to the catastrophic floods form only about 10 percent of
Mars’s surface. Carr believes that there was just as much subsurface
water in other regions of the planet, only it never broke through to the
surface. Thus, he estimates the total inventory of water on Mars, early

Al



HERE BE DRAGONS

in its history, as being equivalent to a 400-meter-thick layer spread
over the whole planet. (For comparison, Earth’s total inventory of
water, spread evenly over the Earth’s surface, would form a layer about
3 kilometers thick.)

McKay created his ocean simply by taking this 400 meters of water
and pouring it onto Mars. It collected in the low-lying northern plains,
forming an “Oceanus Borealis,” or northern ocean.

Carr, however, is as miserly with “his” water as McKay is spend-
thrift. When, on another occasion, we talk with Carr directly, he tells
us what he thinks is wrong with the concept of a martian ocean. First,
he says, most of that 400 meters of water never broke through onto
the surface and is still locked deep under the permafrost. Second, the
flood events probably didn’t happen all at once but were well scattered
in time. What really happened, Carr thinks, is that the water from each
flood formed a lake. Some of the water in the lake may have soaked
back into the subsurface, and what remained on the surface rapidly
froze solid and has stayed frozen up to the present. No body of liquid
water remained exposed on Mars’s surface for geologically significant
periods of time.

McKay, though, is by no means alone in his point of view. Vic
Baker, of the University of Arizona, has been a long-time proponent of
martian oceans; in fact, it was he and his colleagues who came up with
the name Oceanus Borealis.# Baker believes that Mars has had
episodes of substantially warmer temperatures than it now enjoys.
These warming episodes may have been linked to long-term changes
in the planet’s orbital characteristics and in the orientation of its axis
of rotation. Such warming might have triggered flood events by thin-
ning the permafrost cover. In addition, however, the flood events
would contribute to the warming, by virtue of the water vapor and car-
bon dioxide—both greenhouse gases—that would enter the atmos-
phere (the carbon dioxide, derived from carbonate rocks, would pre-
sumably have been dissolved in the trapped groundwater and released
along with it).

The warm, wet spells, in Baker’s view, were not confined to the early
“Noachian” age of Mars’s history (the time of the late bombardment,
which is thought to have ended about 3.8 billion years ago) but re-
curred in the ensuing “Hesperian” and “Amazonian” ages. These two
periods are defined by cratering densities and have not been given
definitive dates. Still, the thinking of Baker and his colleagues is that
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the most recent warm episode may have been no more than 300 mil-
lion years ago.

If a liquid ocean had been pumping water vapor into the martian at-
mosphere, there must have been a water cycle; that is, the water vapor
must have precipitated out of the atmosphere as rain or snow and re-
turned to the ocean in rivers or glaciers. There are in fact many features
on Mars that have been interpreted as branching river valleys and as the
beds of glaciers. The majority of them are found on the ancient, heavily
cratered terrain of the Noachian period. Here too, however, there is
considerable controversy. Carr suggests that many of the “river valleys”
did not collect rainwater but were formed and fed by springs (a process
termed “groundwater sapping”). Many other channels, he thinks, were
formed by “mass wasting,” the mass downhill movement of jumbled
rock lubricated by small amounts of water. The minority of true river
valleys, he thinks, belong to the Noachian period and therefore don’t
support the idea of wet epochs late in Mars’s history.

Carr has another line of argument against the late wet periods. This
has to do with erosion rates. On Earth, even the most arid regions lose
between o.o1 and 1.0 millimeter (mm) of their surface per year to ero-
sion. Study of crater rims and other features on Mars has shown that,
during the Noachian age, the planet eroded at a rate corresponding to
the bottom end of that range (about 0.01 mm per year). This is consis-
tent with the idea that some precipitation did occur during the
Noachian age. Since the end of the Noachian age, however, the aver-
age erosion rate has been a thousand times slower. Thus, if there were
warm, wet periods late in Mars’ history, they must have been ex-
tremely brief.

Another player in the ocean controversy has been Tim Parker of
Caltech’s Jet Propulsion Laboratory (yp1).? While involved in the mx
missile program in the 1980s, Parker did research on the Great Basin
area of Nevada and Utah. The Great Basin once held several enormous
lakes, which are now reduced to salt deserts. The shorelines of these
ancient lakes can still be traced as wave-cut platforms around the
perimeter of the salt flats. So after turning his attention to Mars,
Parker wondered whether oceans might have left shoreline features
there too, and he pored over the Viking and Mariner photographs in
search of them.

He found what he considers evidence for not one, but nine concen-
tric shorelines, each of which marks the perimeter of the Oceanus
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Borealis when it was at a different size. Some he has traced over thou-
sands of kilometers, while for others he has only found fragmentary
indications. The most recently discovered, outermost shoreline, which
Parker studied in collaboration with Ken Edgett (now of Malin Space
Science Systems in San Diego), was the earliest of the oceans and may
have formed by condensation of water out of Mars’s steamy primor-
dial atmosphere. The ocean covered about half the planet; and if its
water were spread out over the entire planet, it would have been 1 kilo-
meter deep. Thus, it held much more water than Carr’s estimate of
Mars’s total water inventory. Because this amount of water is more
than could be hidden beneath the surface of present-day Mars, Parker
believes that much of the water was subsequently lost to space:
through photodissociation and subsequent escape of hydrogen,
through erosion by the solar wind, or through bulk loss of atmosphere
during major impacts.

Carr has definite reservations about Parker’s work. “The problem is
that we don’t have very good photographic coverage of these high
northern latitudes where these oceans are most likely,” he told us.
“There are a lot of strange linear features that one sees. It would be in-
teresting to see if they connect. Unfortunately, we can only see these
features in very high-resolution images, which show only a tiny area,
so we don’t have much sense of whether they are continuous.”
Ultimately, the nature of these “shoreline features” will be resolved by
more-extensive mapping, such as the photographic and altimetric
(height-measuring) survey now being undertaken by the Mars Global
Surveyor spacecraft.

Carr, Parker, and Baker are primarily geomorphologists: they study
landforms. But atmospheric scientists have also taken part in the de-
bate about Mars’s history. The general feeling among these scientists
is that water vapor and carbon dioxide by themselves would not have
been sufficient to warm Mars’s surface to above the freezing point of
water, particularly in an era when the Sun is thought to have been only
70 percent as bright as it is now.

One possible solution is that of Sagan and Chyba, already discussed
in Chapter 1 in the context of Earth’s early climate: This is the idea that
more-potent greenhouse gases, such as methane, might have been
present in the atmosphere and protected from destruction at the
hands of the Sun’s ultraviolet radiation by a shielding layer of “smog.”
More recently, Fran¢ois Forget (of the Université Pierre et Marie
Curie in Paris) and Raymond Pierrehumbert (of the University of
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Chicago) have suggested that a strong greenhouse effect was exerted
by carbon dioxide, not in gaseous form but as clouds of dry-ice parti-
cles high in the atmosphere.’0 Forget and Pierrehumbert’s calcula-
tions indicate that such clouds would prevent the loss of infrared radi-
ation to space, not by absorption (which is the way greenhouse gases
work), but by reflection of the radiation back to the surface. This
mechanism, it seems, might also have played a role in keeping Earth
warm in its early days.

In spite of the controversy about the age and extent of oceans on
Mars, there does seem to be broad agreement that there was some lig-
uid water on Mars’s surface around 3.8 billion years ago, as the late
bombardment was coming to a close. And to McKay, the message
seems clear. “If you look at Earth,” he says, “in some sense that’s the
defining ecological parameter for life—liquid water. It’s not the only
thing life needs, of course. But of all the requirements for life, water is
the only one that’s rare.”

Showing that conditions suitable for life once existed on Mars doesn’t
mean that life actually arose there, of course. The question of early life
on Mars would have remained entirely hypothetical had it not been for
the dramatic announcement, in August 1996, of evidence for a relic of
life in a martian meteorite. This study was the work of a team led by
geologist David McKay (no relation to Chris), who is at NasA’s Johnson
Space Center in Houston.™

The chunk of rock in question belongs to the very rare sNc class of
meteorites—only fourteen examples have been found. The name is
made up of the initials of three of the locations where the meteorites fell:
Shergotty, India (in 1865); El Nakhla, Egypt (in 1911); and Chassigny,
France (in 1815). The sNc meteorite studied by McKay’s group, however,
was not observed to fall but was simply found lying on the ice in the
Allan Hills area of Antarctica in 1984: it has been given the unromantic
name ALH84001. It had lain buried in the ice for several thousand
years, before it was exposed by the scouring action of the wind.

One thing about which everyone agrees is that the sNc meteorites
do indeed come from Mars. They clearly don’t come from Earth, be-
cause the relative abundance of different isotopes of oxygen in them is
quite different from what is found on Earth. But the chemical compo-
sition of the gas trapped in tiny bubbles within the meteorites, as well
as the proportions of different isotopes, closely matches the measure-
ments of the martian atmosphere made by the Viking landers.
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ALH84o001 is a bit of an odd-man-out among the sNc meteorites.
Although, like the others, it formed by solidification of volcanic
magma, it is by far the oldest: radiometric measurement of the decay
of several elements in the meteorite indicates that the rock solidified
4.5 billion years ago—only about 100 million years after Mars first
formed. The other sNc meteorites formed between 1.3 billion and
150 million years ago (long after the epoch when Mars seems to have
been most hospitable to life).

The history of ALH84001, since its original formation 4.5 billion
years ago, has been deduced from examination of its internal structure.
Shock-induced fractures in the rock were probably created during the
late heavy bombardment of Mars, around 3.9 to 3.6 billion years ago,
while ALH84001 was still part of its parent rock formation. In some of
these fractures, McKay’s team found globules or pancakelike discs of
carbonate—mineral forms of carbon probably derived from the interac-
tion of carbon dioxide and salts dissolved in water. The globules are up
to about a quarter of a millimeter in size. The presence of these glob-
ules indicates that water percolated through the fractures in the rock at
some time after the impacts that caused the fractures.

At least one more impact pounded the rock after the late heavy bom-
bardment was over. The evidence for this is that some of the carbonate
globules sitting in the early fracture zones are themselves split by an-
other set of fractures that cuts across the first. It was yet a third impact,
a mere 14 million years ago, that sent ALH84001 on its journey to
Earth. That date is known from measurements of isotopes of the noble
gases—helium, neon, and argon—which gradually build up in mete-
orites in space as they are irradiated with cosmic rays. Another isotope
that builds up in space, carbon 14, decays gradually to nitrogen 14 after
the meteorite leaves the space environment. By measuring how much
of this carbon 14 was left in the volcanic minerals of the meteorite,
Timothy Jull, of the University of Arizona, was able to determine that
the meteorite fell to Earth about 13,000 years ago.

It doesn’t necessarily take 14 million years for a piece of Mars to
reach Earth, by the way. One of the sNc meteorites left Mars only
0.6 million years ago. And according to modeling by Brett Gladman of
Cornell University, the impacts that kicked the snc meteorites into
space probably sent some rocks on trajectories that intercepted Earth
within less than a year.12 This conclusion, if correct, makes it a lot eas-
ier to believe that living organisms could survive the journey, even
without a great deal of shielding.
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McKay’s team does not claim to have found a “clincher’—a single
piece of evidence that would be irrefutable proof of the past existence
of living organisms on Mars. Rather, the team points to a number of
features of the meteorite, mostly to do with the carbonate globules,
that the team believes can collectively best be explained by biological
processes.

First, within the carbonate globules, the researchers found minute
crystals of magnetite (Fe;O,). These crystals, measuring only about
50 nanometers across (a nanometer is 10° meters), are similar to
those found in many terrestrial bacteria, where they serve as little
compasses. By orienting themselves with respect to the slanting lines
of the Earth’s magnetic field, the bacteria are able to tell “up” from
“down.”

Second, the researchers found organic carbon compounds in asso-
ciation with the globules. These compounds included a class of sub-
stances called polycyclic aromatic hydrocarbons, or pams, that the re-
searchers interpreted as being the decay products of microbes that
became trapped in the forming globules.

Third, and most dramatically, McKay believes that he and his col-
leagues have seen the martian microbes’ fossilized remains. Using
very high-resolution scanning electron microscopy, McKay and his
colleagues found areas within the carbonate globules that contain
ovoid or tubular structures resembling the tiniest bacteria found on
Earth. A photograph of one particularly striking example—a seg-
mented, wormlike object resting languidly on a bed of mineral
grains—has appeared in newspapers, in magazines, and on television
shows around the world. This ‘creature’—if ‘creature’ it is—has be-
come Mars’s de facto ambassador to Earth.

McKay’s announcement ignited a firestorm of controversy. Some
critics simply asserted their reasons for thinking that McKay’s conclu-
sion had to be wrong. It was pointed out, for example, that Mars lacks
a magnetic field, so martian bacteria would have no use for magnetite
particles. It was also claimed that the carbonate globules must have
formed at temperatures far too high for living things to have existed
inside them. Many other scientists dropped whatever they were doing,
beseeched ~asa for a chip of the meteorite, and conducted their own
tests. Among the latter was Jeff Bada, the San Diego origin-of-lifer
whom we met in Chapter 1.

Bada (with several colleagues) studied the organic materials in the
meteorite.’3 He looked particularly for amino acids in the carbonate
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globules. He found them, but their kinds and relative concentrations
resembled what is found in Antarctic ice. So Bada summoned a press
conference and denounced the organic compounds in the meteorite
as terrestrial contaminants. “I've been saying this all along,” he tells us
during our visit to San Diego, “and it's proven to be the case. It's bad
news for the ‘pro-lifers.” And the kiss of death is, if you do a step py-
rolysis [gradual heating] of the meteorite and collect the CO, [carbon
dioxide], it’s got carbon 14 in it. There’s no way you can have carbon 14
in a 4-billion-year-old meteorite [because it would have all decayed
back to nitrogen).”

The carbon 14 study was actually done by another group (led by
Timothy Jull), and the results were not quite as damning as Bada
would have us believe.' First, some carbon 14 was produced in the
meteorite while it was in space, as described earlier. More
significantly, Jull’s group actually found that one fraction of the car-
bon dioxide released during heating contained no carbon 14 at all.
This fraction must be of extraterrestrial origin. It is not from the car-
bon minerals within the globules, because the researchers dissolved
away the carbonate with acid prior to their analysis. Thus, it could be
from organic compounds produced by the martian “microbes” when
they were alive.

Another person who got a piece of ALH84001 was Joe Kirschvink of
Caltech.’s Kirschvink is an expert on geomagnetism and has applied
his expertise to all kinds of topics: for example, he has measured an-
cient movements of the San Andreas fault by studying shifts in the
magnetism of the ground. Kirschvink knew that terrestrial volcanic
rocks, when they solidify, become weakly magnetized. This happens
because crystals of iron-containing minerals align themselves with the
Earth’s magnetic field while the magma they are floating in is still lig-
uid, but once the magma solidifies the crystals get locked in place.
Kirschvink and his colleagues found that ALH84001 became magnet-
ized when it solidified, and to about the same field strength as that of
terrestrial rocks. Therefore, Mars, though it has no magnetic field
today, did have a strong field early in its history. This conclusion has
been bolstered by results from the Mars Global Surveyor spacecraft,
which has detected magnetic anomalies in some regions of Mars.

These findings not only give martian microbes a reason to possess
magnetite crystals; they also mean that early Mars had a magnetos-
phere, which would have protected the planet from the charged parti-
cles streaming from the Sun (the solar wind). Thus, the erosion of the
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3.2 a) Terrestrial bacterium containing a chain of magnetite
crystals (courtesy of Joseph Kirschvink).

b) Magnetite crystal (at higher magnification) from the mar-
tian meteorite ALH 84001 (courtesy of Kathie Thomas-
Keprta).

atmosphere by the solar wind, which contributed to the cooling and
drying of Mars, was postponed until a later epoch.

The locked-in, or remanent, magnetism of a rock sample is lost if it
is heated above a certain critical temperature, which depends on the
kind of magnetic minerals that the rock contains. In a feat of sleuthing
that Sherlock Holmes himself might have been proud of, Kirschvink
noticed that a few tiny fragments of the meteorite had been rotated
through a small angle by the shock that created the first set of frac-
tures. The orientation of the remanent magnetic fields within these
fragments rotated with them, and has remained fixed ever since.
Kirschvink concluded that ALH84001 could not have been heated
much above 110°c during the time when McKay’s postulated microbes
were living, otherwise the orientation of the magnetic fields in the ro-
tated chips would have been at least partially erased and reset to the
ambient orientation. In other words, it was never too hot for a self-re-
specting hyperthermophile to flourish.

McKay’s interpretation of the magnetite crystals as products of mar-
tian microorganisms took a hit in 1998, however. A group led by John
Bradley (of Mva Inc. in Norcross, Georgia) studied the structure of the
crystals at high magnification.’® The group found that the axes of
some of the crystals were perfectly aligned with those of the carbonate
crystals that they were touching. The group’s interpretation was that
the magnetite crystals grew while in contact with the carbonate crys-
tals (called “epitaxial growth”). This interpretation is inconsistent with
the notion that magnetite crystals grew inside cells and were released
into the environment after the cells died.

Bradley’s conclusions are contested by Kirschvink, who tells us that
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the occasional alignment of the magnetite and carbonate crystals
could have occurred by “epitaxial settling”: in other words, the mag-
netite crystals, after the organisms that formed them died, simply fell
onto the carbonate crystals and locked into their crystal lattice, like
Velcro. Imre Friedmann, who has studied pieces of the meteorite by
scanning electron microscopy, also strongly defends the biological ori-
gin of the magnetite crystals. He tells us that the elongated shape of
the crystals, and their alignment in chains, are unique to magnetite
produced by microorganisms.?

Bradley and colleagues have also challenged the images of the “mi-
crofossils.”8 They claimed that the wormlike forms are nothing but
the regular edges of mineral layers, fattened out a bit by the metallic
coating that has to be put on the specimen to make it visible in the
scanning electron microscope. In response to such criticisms,
McKay’s group (in particular, the electron microscopist, Kathie
Thomas-Keprta) originally denied that there is any confusion between
mineral edges and their microfossils, and the group presented micro-
graphs in which the bacterialike structures are much less regularly
aligned than in their original data. More recently, however, members
of McKay’s group have expressed themselves much more cautiously
about the images. In particular, they have conceded that many of the
“organisms” are too small to be bacteria—they would simply lack the
space to house the most basic machinery of life.1

Another group has come up with a different kind of evidence
against the “microfossils.” Derek Sears and Timothy Kral, of the
University of Arkansas, examined other meteorites also found in
Antarctica, which are known to have originated on the Moon rather
than on Mars.20 In these meteorites, Sears and Kral found bacterialike
objects like those in the martian meteorite. Because the Moon is
thought to have been lifeless throughout its history, the researchers
concluded that the microbelike structures are not fossilized extrater-
restrial organisms but instead were formed during the meteorites’ res-
idence in Antarctica.

The idea that intriguing structures can form in meteorites after they
land on Earth has received further support from the study of a (non-
martian) meteorite that fell in the Sahara Desert in 1931. A group of
French researchers, led by J.A. Barrat of the University of Angers,
compared samples of the meteorite collected right after it landed with
samples collected 63 years later.2 The researchers found that fracture
surfaces in the original samples were “clean,” but similar surfaces
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from the weathered samples displayed carbonate “pancakes” as well as
tiny rods and spheres resembling the “microfossils” in ALH84001.
Even in the arid Sahara, apparently, occasional wetting can lead to the
deposition of carbonates and microbelike structures.

All in all, the hypothesis of David McKay’s group, that ALH84001
was once home to martian microbes, seems quite a bit less compelling
than when it was first put forward. The only piece of evidence that still
has strong adherents is the magnetite crystals. When we ask Chris
McKay about his namesake’s findings, he is noncommittal. “I'm pro-
choice rather than pro-life,” he says. “Their evidence is consistent with
life, but it’s consistent with a lot of other processes too. They haven’t
proven their case, and their critics haven’t proven them wrong either.”
To Chris McKay, the main significance of the martian meteorite is to
highlight the importance of continuing the program of exploration
begun by the Viking landers.

“If there’s life on Mars today, it’s probably deep underground,” he
says. “There could be organisms that live off CO, [carbon dioxide] and
hydrogen, like the ones in the Columbia River basalts. There could be
an ecosystem built around them. But to find them, you’d have to drill
down through the permafrost—Xkilometers, probably. It would be a
tough job. Maybe you could use ground-penetrating radar to find
places where liquid water comes close to the surface. You might even
be able to find a little vent, a geyser, where it comes all the way up to
the surface: Mars’s ‘Old Faithful.” But that’s unlikely.”

McKay is involved in planning missions to test for the possibility of
life on Mars, and his assessment is that it’s not cost-effective to be
looking for life that may currently exist beneath the martian surface.
“My bias is towards finding fossilized organisms in ancient lake beds.
Wherever water pooled on the surface, life may have existed in ice-cov-
ered lakes, as in the Antarctic lakes on Earth. Those are good places to
look for fossils because the sedimentary materials would be there on
the surface. And right now, we can point to places that were lake beds,
like the Gusev Crater in the southern hemisphere. They're the most
promising for a near-term mission.”

Imre Friedmann makes a slightly different suggestion. He proposes
that if life ever existed on Mars, it would have been driven into habitats
like those of his Antarctic endolithic communities (see Chapter 2) as
the planet cooled and dried out.22 The trace fossils of these communi-
ties might still be detectable on rock surfaces.

McKay and most others in the field believe that the biological explo-
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ration of Mars will require the return of samples to Earth rather than
analysis on Mars, and Nasa has made plans accordingly. There’s a
mission planned for the year 2003 that will collect samples with a
rover. The rover will deliver the samples to a lander, which will fire
them into orbit. Another mission in 2006 will do the same thing
somewhere else on Mars. Then a French-built sample return vehicle,
launched in 2006, will rendezvous with one or both of the orbiting
caches and return them to Earth by 2008.

We ask McKay why we should be going to Mars for rocks when
Mars has already sent us a bunch. “All the Martian meteorites come
from volcanic terrains,” he says. “That’s maybe because only volcanic
rocks have enough integrity that when they’re hit by a comet they stay
intact and launch off into space. A block of sandstone would just turn
to sand, and it will never make it. But volcanic rocks are not ideal for
searching for fossils. If you wanted to find fossils on Earth, landing on
Kilauea and taking samples would not be the ideal way. It would be
better to land on the Bonneville salt flats and take a sedimentary core.”

On Earth, 3.5-billion-year-old fossils, such as Bill Schopf has found,
are extremely rare. But that’s in large part because 3.5-billion-year-old
rocks are themselves rare, thanks to the constant recycling of the
Earth’s lithosphere. In addition, when such rocks are found, they usu-
ally turn out to have been altered by exposure to high temperature and
pressure within the Earth. “On Mars there’s no tectonics or mountain
building or erosion,” McKay reminds us. “We can see surfaces that are
3.8 billion years old—half the planet is that old. That doesn’t mean
that it’s going to be easy to find fossils, of course. It may be hard in a
different way.”

If fossil microorganisms are found, that would still leave unresolved
the question of whether they belonged to an independent Life, or were
cousins to Schopf’s terrestrial microbes. “We need the organic bod-
ies,” says McKay. To get them, he thinks, the most promising strategy
would be to drill about a kilometer into the ancient permafrost sur-
rounding the south polar cap. The idea would not be to get all the way
down to liquid water but to find ancient frozen sediments that could
harbor the remains of organisms dating from a more clement era.
“They’d be dead,” he says, “but we’d be able to see if they used the
same twenty left-handed amino acids as we do, and pNa, and compare
it to Woese’s tree of life.” With the pNa, of course, one would be
halfway to a “Noachian Park.” But given all the trouble that cloning di-
nosaurs led to, Nasa may think twice about cloning Martians.

82



THE INCREDIBLE SHRINKING MARTIANS

Currently, great efforts are made to sterilize Mars-bound spacecraft,
to protect the martian surface from contamination with terrestrial or-
ganisms. But what if, after much searching, Mars is found to be life-
less? Some scientists and futurists have suggested that we should at-
tempt to “terraform” Mars—to change its atmospheric conditions so
that it could sustain terrestrial life and eventually become habitable by
humans.?? The initial steps in this transformation would have to in-
volve physical and chemical methods, but according to Imre
Friedmann, certain terrestrial microorganisms could be introduced
quite early to speed the process of climatic change.?4

Friedmann has already picked out two microorganisms as pioneers.
One is Chroococcidopsis, a highly desiccation-resistant, cold-tolerant
cyanobacterium that often lives as a hypolith under translucent peb-
bles. This organism could be grown on the martian surface under
glass strips manufactured on site. Occasional wetting is all that would
be required for the organism to carry out photosynthesis and liberate
oxygen into the atmosphere. The other organism, an unnamed
species of the genus Matteia, is also a desiccation-resistant cyanobac-
terium, but its special skill is to dissolve limestone, thus liberating car-
bon dioxide into the atmosphere. The carbon dioxide would supply
Chroococcidopsis’s carbon needs and would also help warm the planet
through the greenhouse effect. Together, Friedmann suggests, the
two organisms could create a complete microbial carbon cycle and
maintain a steady ratio of carbon dioxide and oxygen in the martian at-
mosphere.

Of course, terraforming other worlds raises ethical issues as well as
technical ones. Some may see terraforming as the ultimate answer to
terrestrial overpopulation. Others may see it as a destructive process,
comparable to the environmental damage wrought by human activity
on Earth.zs If nothing else, terraforming illustrates the optimistic be-
lief of some scientists that even current-day Mars is potentially habit-
able by organisms like some of those found on Earth today.

If Mars today lacks life (or hides it deep underground), what about
other potential habitats in the solar system? The prospects are not very
good. As we look inward toward the Sun, things get too hot. On
Mercury, the innermost planet, the daytime surface temperature
reaches 425°c; and Venus, with its thick greenhouse atmosphere of
carbon dioxide, is even hotter: its mean planetwide temperature is
about 460°c. As we look away from the Sun, on the other hand, things
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get too cold. Even Mars, as we have already discussed, is very border-
line in that respect; and the next planet, Jupiter, has a mean tempera-
ture of minus 149°c. Our home planet seems to be perched in a “hab-
itable zone” where McKay’s crucial ingredient for life, liquid water,
can exist on a planet’s surface over a large fraction of its lifetime.

The acknowledged expert on habitable zones is Jim Kasting of
Pennsylvania State University. His interest in the issue was sparked
by the earlier work of physicist Michael Hart, who is now at Anne
Arundel Community College in Maryland.?¢ In the late 1970s, Hart
did calculations suggesting that the habitable zone around the Sun
was quite narrow, so that moving the Earth even a modest distance to-
ward or away from the Sun would make liquid water an impossibility.
And because the Sun has gradually been getting brighter, the region
in which a planet could have possessed liquid water continuously over
billions of years seems to have shrunk even further. This conclusion,
along with other lines of argument that we’ll discuss in later chapters,
convinced Hart that life is extremely rare in the cosmos—so rare that
we shouldn’t waste our time looking for it.

However, Kasting (in collaboration with Dan Whitmire of the
University of Southwestern Louisiana and Ray Reynolds of Ames) de-
veloped a model in which planets have feedback mechanisms that
tend to stabilize liquid water.2’ The existence of these mechanisms
greatly extends the habitable zone.

The key element of their model is carbon dioxide (CO,). On Earth,
CO, cycles between the atmosphere, where it exists as a free gas, and
the Earth’s crust and mantle, where it is chemically bound into car-
bonate rocks. The downward part of the cycle is dependent on liquid
water, in which the CO, dissolves to begin the process of chemical
combination; the upward part of the cycle is dependent on volcanism.
Connecting these two processes, over time-scales of millions of years,
is plate tectonics, which draws surface rocks down into the mantle,
where temperatures rise high enough for the CO, to be driven off.
Kasting pointed out that this cycle works like a thermostat: if the tem-
perature drops, so that surface water freezes, CO, cannot pass from
the atmosphere to the crust, but volcanism continues to pass CO,
from the Earth’s interior to the atmosphere. Therefore, the atmos-
pheric CO, concentration goes up, and the resulting greenhouse effect
heats the surface and melts the ice.

Kasting’s model doesn’t require carbon dioxide to be the only im-
portant greenhouse gas. As mentioned earlier, it may be necessary to
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invoke other gases, such as methane, to explain how the Earth and
Mars possessed liquid water early in their history. But, Kasting be-
lieves, it is carbon dioxide whose levels are modulated to stabilize the
climate in the face of changes in the Sun’s brightness.

When Kasting slides his “model Earth” inward toward the Sun, it
hangs on to its liquid water until its distance from the Sun is about
0.95 AU. (The real Earth is at 1.0 AU from the Sun, and Venus is at
0.72 AU.) At that distance, the atmosphere warms to the point that
water vapor rises high into the stratosphere, where ultraviolet light
breaks water molecules into hydrogen and oxygen, and the hydrogen
escapes into space. After a few million years, this process exhausts the
planet’s entire inventory of water.

When Kasting slides the Earth outward, the carbon dioxide thermo-
stat keeps water liquid until the Earth is about 1.37 Au from the Sun.
(Mars is at 1.52 av). Then it becomes so cold that carbon dioxide be-
gins to condense out of the atmosphere, its contribution to green-
house warming decreases, and temperatures tumble to the point that
all surface water freezes. Kasting’s original model could not explain
how water ever existed on Mars, but the warming effect of clouds of
solid carbon dioxide, as we mentioned earlier, may provide the an-
swer, extending the habitable zone to include that planet.

Unlike Hart’s model, Kasting’s model is far more favorable to the
notion that habitable planets are common in the universe, and in
Chapter 5, we’ll discuss the implications of Kasting’s ideas for the
quest for life beyond the solar system. But within our solar system, it
would tend to rule out life anywhere but on Earth or Mars.

Not everyone thinks that we should abandon hope of finding life
elsewhere in the solar system, however. The planets (and their satel-
lites) have a habit of surprising us. In 1992, for example, radio as-
tronomers Marty Slade, Bryan Butler, and Duane Muhleman, of
Caltech and jri, used radar to map the north polar region of the
scorched planet Mercury—and found ice!28 The ice appears to be lo-
cated on the floors of craters, where it is in perpetual shadow. Two
years later, they found ice at the planet’s south pole too. Then, in
1996, the Clementine spacecraft picked up radar signals suggestive
of ice at the south pole of our own Moon. This finding was
confirmed in late 1997 when the Lunar Prospector spacecraft found
abundant hydrogen—probably in the form of water ice—at both
poles.?9 These findings don’t mean that life exists or ever existed on
Mercury or the Moon, of course, but they show how global state-
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ments about conditions on planetary bodies may conceal a lot of
local diversity.

One place that has been attracting a lot of attention is Europa, one of
the four Galilean moons of Jupiter. Though it lies far outside the “hab-
itable zone,” there is strong evidence that Europa has possessed, and
may still possess, an ice-covered ocean.

The evidence in support of this idea has come from images of the
Europan surface transmitted by a series of space probes, culminating
with the Galileo probe that is roaming among Jupiter’s moons as we
write.30 Europa’s surface is made largely of ice, and the ice is marked by
numerous overlapping sysiems of linear tracks. In fact, Europa looks
like a moonwide megalopolis in which freeway construction has gotten
completely out of control. But there are no modern-day Lowells to in-
terpret the scene in this fashion, and the cause of the tracks remains
enigmatic. At any event, the pattern of tracks has been disrupted by the
break-up of the icy crust into large blocks that have subsequently
drifted or rotated from their original positions, as if they are floating on
an underlying ocean. The gaps between the ice rafts have apparently
filled with slushy water, which then froze solid. One can study the jig-
saw images for hours, figuring out which blocks originally lay against
which others, and how far they must have drifted or rotated.

Only an underlying liquid-water ocean, according to most re-

3.3 Ice-rafts on Europa, photographed by the Galileo spacecraft in February 1997. The area shown
is about 42 kilometers wide. The two black bands represent missing data (JpL/NASA).
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searchers, could have generated the current surface topography on
Europa. What is not quite so certain is whether that ocean still exists
today, or whether we are observing the petrified remains of a body of
water that froze solid long ago. Because the surface generally looks
very pristine, with very few impact craters, the majority opinion is that
the ocean still exists.

Evidence in support of this conclusion was provided in 1998 by a
ucia/ypr/Caltech group that analyzed magnetometer readings ob-
tained by the Galileo spacecraft. The researchers found that Europa, as
well as another Jovian moon, Callisto, distorted Jupiter’s magnetic
field in a fashion best explained by the presence of liquid saltwater
oceans on both moons.® Current estimates are that Europa’s ocean is
about 200 kilometers deep and is capped by 1 to 10 kilometers of ice—
about the same thickness of ice that covers Lake Vostok in Antarctica
(see Chapter 2).

Several methods could be used to further study these potential
oceans. Ground-penetrating radar could detect liquid water beneath
the ice. Repeated imaging could detect changes in the seascape as the
ice rafts move. And laser altimetry could detect the up-and-down mo-
tion of the icy surface with the ebb and flow of tides in the ocean—
tides that should be raised by Jupiter’s enormous gravity. Future mis-
sions will use some or all of these techniques to provide an answer.

Europa’s ocean remains liquid for the same reason that Lake Vostok
remains liquid. The water is insulated by the thick layer of overlying
ice, so it can only very slowly lose heat to the surface. This loss is com-
pensated by geothermal heat coming from the interior. In Europa’s
case, the geothermal heat is generated mainly by tidal heating, as mas-
sive Jupiter flexes the body of its spinning satellite. It is quite possible
that some of this heat passes into the ocean via hydrothermal systems
similar to the deep-sea vents on Earth.

Of course, just possessing a water ocean doesn’t mean that Europa
is actually inhabited. Chris McKay, for one, is quite skeptical. “It’s the
next best bet to Mars,” he says, “but it's not nearly as good a bet.
There’s no light under that ice. The only mechanism that could work
is the chemosynthetic, hydrothermal one. But the good thing about
Europa is that it's so far away. It's probably never been contaminated
by life from Earth, or vice versa. If there’s life there, it's probably a sep-
arate Life.”

The long-term goal is to explore Europa’s ocean directly (see Color
Plate 3). Frank Carsey of jp1, who is one of the planners for this still-
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nebulous project, tells us that the present plan calls for the use of a
“cryobot”—a radioactively heated probe that will melt its way down
through the ice cap. The ice will refreeze above the probe, so it will be
a one-way journey. Ice transmits radio signals poorly. Therefore, to
maintain contact with the surface, the cryobot will release hockey-
puck-sized microwave repeating stations into the ice every few hun-
dred meters as it descends. These repeaters will be the cryobot’s chain
of communication with the surface—and thus with the orbiting moth-
ership. When the cryobot reaches the ocean, it will release a robotic
submersible, or “hydrobot,” which will either be tethered to the cry-
obot or, more likely, will roam freely and return periodically with
whatever information it can glean.

According to Carsey, with the help of the hydrobot, researchers will
attempt to answer several questions. They will try to establish whether
there are energy sources within Europa’s ocean that could sustain life.
They will look for out-of-equilibrium conditions that could result from
living processes (Carsey mentions, by way of analogy, the simultane-
ous presence of oxygen and methane in the Earth’s atmosphere—an
unstable mixture that is sustained by the activity of the Earth’s organ-
isms.) They will also search for dissolved metabolites that might be
produced by living organisms. And finally, they will try to find organ-
isms themselves. This will be especially challenging, Carsey says. At
one extreme, microbes are a problem because of their small size;
while Loch-Ness-monster-sized creatures, at the other extreme, are no-
toriously shy.

One more object that deserves mention is mysterious Titan, the
largest of the eighteen moons of Saturn. As far as its size (between
that of Mercury and Mars) and atmosphere (denser than Earth’s are
concerned), Titan seems more like a planet than a moon. Its surface is
hidden by a perpetual orange-tinted haze. The atmosphere is mostly
nitrogen, argon, and methane. Solar radiation breaks methane into
hydrogen and free radicals such as CH,; the hydrogen escapes into
space, and the free radicals promote the formation of larger hydrocar-
bons, which condense to form particulates—the cause of the haze. If
this all sounds like Los Angeles on a hot summer’s day, it is. But it's a
lot cooler—the temperature at the surface is about minus 178°c.

The surface itself is thought to be partly solid: the Hubble Space
Telescope, by imaging Titan in the infrared, was able to discern what
seems to be an Australia-sized continent. The remainder, however, is
probably liquid, and the favorite candidate for that liquid is ethane,
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probably with some other hydrocarbons mixed in. Underlying the
ethane ocean, in some models, is a layer of solid acetylene. A danger-
ously flammable moon, one might think, but in the absence of oxygen
these substances are, of course, harmless. And there is no oxygen be-
cause the most ready source of atmospheric oxygen—water—is com-
pletely frozen out of the atmosphere by the low temperature.

Carl Sagan, in the years before his death in 1996, became fasci-
nated by Titan. In collaboration with his Cornell colleague Bishun
Khare and others, Sagan attempted to replicate some of the atmos-
pheric chemistry of Titan in the laboratory.32 He subjected a simulated
Titan atmosphere to irradiation by charged particles and obtained a
dark brown organic gunk that he named “tholin,” from the Greek for
“mud.” Over Titan’s history, Sagan argued, huge amounts of tholin
must have been deposited on its surface.

This finding alone makes Titan a potentially valuable natural labo-
ratory for prebiotic processes. But Sagan also found that when ex-
posed to water the tholin gave rise to amino acids, nucleotide bases,
and many other building blocks of life as we know it. This was all the
spark that Sagan’s imagination required. Surely, impacts would have
melted water ice on Titan’s surface, he suggested, producing organic-
rich lakes that lasted for millennia. Could life have actually arisen in
these lakes, perhaps many times over, only to be brought to a standstill
by the inevitable return of the deep freeze? Could the remains of that
life still be there, waiting to be discovered?

Sagan’s death prevented him from finding out, but the Cassini mis-
sion, now on its way to Saturn, may provide some of the answers.33
The main Cassini spacecraft is expected to make at least thirty close
flybys of Titan, starting in late 2004. During the flybys, the spacecraft
will study atmospheric chemistry and the topography and makeup of
Titan’s surface. It will also release the Huygens probe, built by the
European Space Agency, that will descend through Titan’s atmos-
phere and land on who knows what. For as long as it may survive,
rocking in a sea of ethane or sinking into a morass of tholin, the probe
will send information about Titan’s physical and chemical environ-
ment to Cassini, to be stored and later transmitted to Earth.

For all the current excitement about the possibility of life on Mars or
Europa, there is a good chance that, of all the bodies orbiting our Sun,
only Earth has ever been home to living things. For this reason, many
scientists have pursued the quest for life, or for conditions favorable to
life, among stars far beyond the Sun. It is too early to detect such life
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directly, unless it includes rational creatures that might send us radio
messages. Yet there are several key questions about stars that are fun-
damental to the search for life elsewhere in the galaxy. Does the
process of starbirth predispose to life by providing the molecules from
which life can arise? And do planets regularly form around stars, or do
we live in an unusual solar system with its nine planets, at least one of
them habitable? If other planetary systems exist, are they like ours, or
are they so different as to make life improbable? These questions form
the topics of the following two chapters.
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The Death and Life of Stars
Organic Molecules
and the Evolution of Solar Systems

scope, we gaze out across the darkness of Palomar Mountain.

Low on the southwestern horizon, a faint glow marks where San
Diegans slumber—creationists, exobiologists, and those who care
naught for the cosmos, all dreaming away the hours when California
turns its back to the Sun. We too felt the pressure to sleep, half an
hour ago, as we sat waiting idly in the telescope’s warm control room.
A computer sensed that the night air was too damp; fearing that dew
might mar the mirror, we could not open the dome’s portals, and our
observations were delayed. So we bundled up against the winter chill
and ventured outside for some pre-Galilean astronomy.

To city dwellers, the night sky at Palomar is always astonishing, and
the view on this night is particularly fine. Along the ecliptic, the arc
marking where the plane of our solar system meets the celestial vault,
the four brightest planets march westward in a regular, stately proces-
sion: Venus, near to its setting, followed by ruddy Mars, Jupiter, and
Saturn. Even without knowing of their peculiar motions, one can tell
that these four “wandering stars” are not stars: they shine too steadily.

Sweeping across the ecliptic from the south to the northwest is the

From the dizzying catwalk that girdles the dome of the Hale tele-
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Milky Way, our home galaxy. Its 300 billion stars merge into a broad
river of light. Just a minute fraction of them, that happen to be close to
us, form the myriad sparkling points that we call “the stars,” yet even
these few seem numberless. It’s hard to doubt that, on a planet orbit-
ing one of those stars, a living creature is gazing back at us.

To tell whether any of the stars really do have planets, and whether
any of these planets are inhabited, seemed for centuries an impossible
task. Even today, the world’s greatest telescopes, such as the Hale tele-
scope at Palomar, the twin Keck telescopes on Hawaii, and the Hubble
Space Telescope, are incapable of spotting planets around other stars:
not because the planets are too faint, necessarily, but because they
cling too close to their bright parent stars. Yet a series of brilliant in-
novations has allowed astronomers to detect a handful of such planets
indirectly and even to describe their basic properties, such as their size
and orbital characteristics, as we’ll describe in the next chapter.

Even more exciting than the detection of extrasolar planets, though,
is our dawning understanding of the evolution of stars and their plan-
etary systems, an evolution that may carry the seeds of life from the
very beginning, even before a star and its planets are formed. Not
many years ago, it was possible to believe that our Sun, with its nine
planets—at Jeast one of them inhabited—was a freak that might not
be repeated within our galaxy. Now, though many details remain un-
resolved, we can speak of the birth of stars and their planets as one of
the fundamental processes of the cosmos, and we can tentatively ex-
plain how the chemical building blocks of life take part in this process,
making an extraordinary journey from deep space to end up in living
creatures such as ourselves.

As we look up into the night sky, the winter constellation of Orion
dominates the scene. The mighty hunter, followed by his dogs (Canis
Major and Minor), chases Taurus the bull eternally westward. Orion
straddles the celestial equator—the circle, oblique to the ecliptic,
which lies directly over the equator of the Earth. Almost everyone rec-
ognizes this dramatic constellation and its brilliant individual stars
with their exotic names: Betelgeuse, the variable red giant in Orion’s
shoulder; Bellatrix, in Orion’s other shoulder; and the blue-white giant
Rigel, the sixth brightest star in the sky, in Orion’s foot. Most striking,
though, are the three close-set stars that form Orion’s belt and the
fainter line of stars that dangle from it, forming his sword.

It wasn't till 1610, apparently, that anyone noticed something pecu-
liar about the middle star in Orion’s sword. A French lawyer,
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Nicholas-Claude Fabri de Peiresc, saw that it was not a star at all but a
fuzzy patch of light that extends, as we now know, for more than the
Moon’s width across the sky. It's a nebula. Many other sky gazers may
have noticed the nebula earlier, perhaps even the Sumerians, though
they were perverse enough to call Orion a sheep rather than a hunter.
But Peiresc first wrote about it. Later Charles Messier, the great cata-
loger of nebulas, gave it a number: 42. So astronomers now call it M42
when they're in a formal mood, or the Orion nebula when they’re not.
But you don't need to be an astronomer to see it: it’s easily spotted
with the naked eye and a splendid sight through binoculars.

If you want to find extraterrestrial life, the Orion nebula is not the
best place to look: it’s mostly gas and dust, bombarded by intense ra-
diation from four hot stars at its core. These stars, arrayed in a tight
squarelike formation called the Trapezium, are tens of thousands of
times brighter than our Sun and emit copious amounts of deadly ul-
traviolet radiation. They’re also only about a million years old—far too
young to possess habitable planets. But the Orion nebula is a stellar
nursery, cradle to stars that may warm civilizations when life on Earth
has long been extinguished. By studying what is going on in the Orion
nebula today, and in places like it, astronomers hope to see stars and
their nascent planetary systems, not simply as objects, but as exam-
ples of fundamental processes of Nature—processes that may, with a
certain inevitability, lead to life (see Color Plate 4).

The Orion nebula is part of a much larger region of gas and dust
called the Orion molecular cloud. This cloud is about 1600 light-years
away from us (which still puts it in our corner of the galaxy), and it is
several hundred light-years across, covering more than half of the en-
tire constellation of Orion. It is one of several thousand molecular
clouds in the Milky Way galaxy. These clouds form under the
influence of spiral waves of compression and rarefaction that rotate
around the galaxy’s center as does the galaxy’s constituent matter, but
at half its speed. Thus, all the matter in the galaxy passes periodically
through regions of increased density, which are visible as the galaxy’s
spiral arms. As the extremely tenuous gas and dust between the spiral
arms approaches an arm, it speeds up; and then, as it crashes into the
slower-moving material within the arm, it is compressed, forming
molecular clouds. Gas in warm clumps within a giant molecular cloud
may reach densities as high as a million molecules per cubic centime-
ter—but this is still 13 orders of magnitude less dense than ordinary
room air.
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The dense regions within molecular clouds are the sites of active
chemical processes that could be thought of as the first steps toward
life in the cosmos. Cosmic rays, energetic enough to penetrate the
dust clouds, occasionally strip an electron from one of the atoms or
molecules within the cloud. The resulting ions readily react to form
more-complicated molecules, including many carbon-containing or-
ganic compounds, which can be detected by the characteristic patterns
of microwave radiation that they emit. Protected from destructive ul-
traviolet radiation by the dust in the clouds, these molecules are de-
posited onto dust grains, forming icy mantles. Once frozen solid, they
can no longer emit the microwave radiation that is detected by radio
telescopes and therefore are not easily identified. By vibrating in place,
however, they do absorb infrared light from background stars lumi-
nous enough to pierce through the dust. Each kind of molecule vi-
brates at characteristic frequencies, and absorbs infrared light that
matches those frequencies. Thus, many constituents of the icy man-
tles are revealed by infrared absorption spectroscopy, although not as
precisely as in emission spectroscopy of molecules in the gas phase.

Within the narrow confines of a dust-grain surface, further chemi-
cal reactions take place, including the formation of methanol and the
most abundant molecule, molecular hydrogen (H,). Here, too, are hy-
drocarbons in abundance, their production aided by ion bombard-
ment and any ultraviolet radiation that can pierce the dust clouds.
Among these compounds, polycyclic aromatic hydrocarbons (raw’s),
similar to those found in the martian meteorite ALH 84001, coat the
grains with a sludge not unlike that produced by decaying organisms
on earth—a truly surprising find in deep space!

The core dust grains, containing perhaps a few million atoms each,
are formed largely of silicon, carbon, and oxygen. These elements
were not formed in the Big Bang, which produced little else than hy-
drogen and helium. Rather, they were formed by nuclear reactions in-
side an earlier generation of stars. When these stars reached the end
of their existence, these elements were blasted out into deep space,
where they gradually collected into grains.!

In the Orion nebula, the vaporizing power of radiation from mas-
sive stars eventually releases the organic molecules from the grains
and returns them to space where they can emit microwave radiation
and be detected by emission spectroscopy with radio telescopes. For
this reason, the complete inventory of interstellar molecules is more
easily assessed in “hot molecular cores” such as the Orion nebula.
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Orion is a natural laboratory in which the organic products of dark
clouds are newly exposed for study.

An amazing variety of organic compounds, including such house-
hold items as vinegar and alcohol, have been observed spectroscopi-
cally in the warmer regions of molecular clouds, and many more prob-
ably remain to be discovered. Some of these compounds, such as
formaldehyde (H,CO) and hydrogen cyanide (HCN), are the very mol-
ecules that have been credited with a crucial role in prebiotic synthe-
sis.

Recently, a group of astronomers led by Jeremy Bailey of the Anglo-
Australian Observatory made observations of the Orion molecular
cloud that bear on the question of chirality—why terrestrial amino
acids are all left-handed, for example. Bailey’s group looked for circu-
lar polarization in the light coming from the cloud. Circular polariza-
tion means the direction of rotation—clockwise or counterclock-
wise—of a light wave’s oscillating electric field. It has long been
known from laboratory experiments that circularly polarized light se-
lectively destroys organic molecules of one handedness, leaving an ex-
cess of molecules of the other handedness. Bailey’s group found that
infrared light scattered by dust grains in the Orion cloud can show
very strong circular polarization. They could not make equivalent
measurements in the ultraviolet, the region of the spectrum that is
most effective at destroying organics, because the ultraviolet light is
absorbed by the dense clouds of dust and never reaches Earth.
According to the group’s calculations, however, the ultraviolet light
should also be circularly polarized to a degree sufficient to bias the chi-
rality of organic compounds one way or the other. The direction of the
bias depends in rather subtle ways on the geometry of the ultraviolet
illumination and the precise wave bands in which the light is ab-
sorbed. Suffice it to say that different regions of a molecular cloud, and
different classes of organic compounds within a single region, might
end up with their chiralities biased in opposite directions.

At one level, the existence of interesting organic molecules in mo-
lecular clouds simply tells us how easily carbon forms complex mole-
cules. So far, there is no hint of equivalent suites of molecules built up
from atoms of silicon for example, the element that has often been
proposed as the basis for an alternative life-chemistry (see Chapter 9),
nor of any other fundamentally exotic classes of chemicals. Thus, one
message of the molecular clouds may be that carbon is the natural
choice for life everywhere.
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We can also ask, however, whether there might be a more direct
connection between the chemistry of life and the chemistry of molec-
ular clouds. Could those very organic molecules actually travel from
their birthplace in deep space and reach newborn planets, there to pro-
vide the ingredients for the first living systems? If this kind of migra-
tion occurs, we could make an even stronger case for the chemical re-
latedness of life throughout the galaxy. In addition, we might have an
ultimate explanation for why terrestrial life uses left-handed amino
acids, right-handed sugars, and so on. So it is of great interest to learn
more about how solar systems form out of molecular clouds and what
the fate of organic molecules in the clouds may be.

Gravity, of course, is the main player in the drama of starbirth.
Within the Orion molecular cloud, tenuous though it is by earthly
standards, slight irregularities in density are present, and over time
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gravity builds on these irregularities to the point that whole regions of
the cloud begin to collapse inward on themselves. One such region of
densification is a filamentous structure called the “Orion Ridge” (see
Color Plate 5). Within the ridge is a chain of about a dozen denser
spots, where self-shielding from the surrounding radiation has al-
lowed the dust and gas to cool between 10° and 40°k.2 These conden-
sations of dust constitute true “protostars,” the earliest phase in the
formation of a star that we can observe. Most of a protostar’s mass is
still in the form of a cold dusty envelope falling onto a hidden stellar
embryo. Protostars are too cold to radiate in the visible portion of the
electromagnetic spectrum, or even at infrared wavelengths near the
visible, but they do radiate at submillimeter wavelengths, the border-
land between the radio and infrared regions. Protostars are probably
no more than about 10,000 years old, a tiny instant in the life of a star.

No one has directly observed what is going on inside a protostar, but
several astrophysicists have performed calculations or have made
computer models that help to clarify a protostar’s development. In the
1970s, Frank Shu of the University of California at Berkeley showed
that the initial gravitational collapse of a molecular cloud core starts
near the center (the site of the future star itself) and proceeds in an
“inside-out” fashion.? Most of the matter that contributes to the star
does so by first falling onto a flattened “accretion disk” that orbits the
star rather like the rings that orbit Saturn.

Why does the material of a collapsing cloud core form both a star
and an accretion disk, rather than collapsing directly into the star? The
basic reason is that the original core of dust and gas from which the
star forms is likely to be rotating, even if only at a very slow speed.
Therefore it has some angular momentum. As the material collapses
inward, the angular momentum must be conserved, and that causes
the rate of spin to increase, as does a spinning ice-skater when she
pulls in her arms and legs. If all the matter of the collapsing region
were to form a single star, the star’s rotation rate would have to be so
great as to break it apart. Therefore, only a portion of the infalling mat-
ter contributes directly to the star; other material is left orbiting the
star as a disk.4

According to theoretical studies conducted by several groups in the
1970s, the gas and dust in the disk should behave as a viscous fluid
that requires energy in order to be stirred. The necessary energy is
“stolen” from the material’s angular momentum, allowing it to slow
down, to spiral inward, and eventually to fall onto the star. In other
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words, the disk acts as an expanding conveyor belt that feeds material
to the star from ever-greater distances. In the process, the “stolen” en-
ergy should heat up the disk, causing it to glow at infrared wave-
lengths. Another reason that the disk glows in the infrared is that it is
warmed by radiation from the star.

These theoretical models received a powerful boost in the 198os,
with the launch of the Infrared Astronomical Satellite (1ras). With this
instrument, astronomers were able to detect infrared radiation com-
ing from the centers of some molecular cloud cores. To distinguish
such objects from younger protostars that emit only at longer wave-
lengths, astronomers dubbed them “young stellar objects.” These are
characterized by their near-infrared (near-to-visible) emission: the
central star is emitting at visible wavelengths, but this light is ab-
sorbed by the surrounding dust and never reaches us. As more and
more material is transferred from the cold, dusty envelope to the
warmer star and disk, however, the system emits at shorter and
shorter wavelengths, until optical light from the star can be directly de-
tected—the star begins to “shine,” in effect.

This relationship between temperature and emitting wavelength (or
“color,” in an expanded sense of the word) approximately follows
Planck’s law of blackbody radiation and is illustrated by the familiar
appearance of an electric range as it warms up. At room temperature,
the black coil of an electric range radiates only at infrared wavelengths
and seems completely dark to the eye, but as it heats up, it shines dull
red and then orange, corresponding to shorter wavelengths of emitted
radiation. If raised to sufficiently high temperatures, the coil would
continue to change colors (to yellow, for example).

We humans have evolved to see objects by virtue of the sunlight
they reflect, and our eyes are only sensitive to the wavelengths at
which sunlight is most intense. We cannot see most terrestrial objects
in the glow of their own infrared radiation, but some cold-blooded an-
imals such as pit vipers can see us in the infrared, thanks to special-
ized sense organs that we don’t possess. The development of astro-
nomical detectors such as those in 1ras, which extend human vision to
that of pit vipers and far beyond, has led to a revolution in our under-
standing of the processes of star and planet formation, which take
place at low temperatures.

Among these discoveries has been one that was not anticipated by
any theory. As early as the protostar stage, broad rivers of molecular
gas, as well as powerful, narrow jets of ionized gas, can be seen
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flowing away from the nascent star along the rotational axis of the pro-
tostellar disk (see Color Plate 5).5 By this route, some fraction of the in-
falling material defies the grasping reach of gravity and escapes the
system altogether. This surprising behavior is now explained as a fur-
ther method of getting rid of angular momentum, probably aided by
magnetic fields. By ejecting a small fraction of the mass at very high
speeds, the young star can bring a larger mass of gas and dust inward
to be used in building up the mass of the star.

In 1993, Robert O'Dell of Rice University pointed the Hubble Space
Telescope toward the heart of the Orion nebula and obtained stunning
views of the inside of a star factory (see Color Plate 5).6 Scores of ex-
tremely young stars—just a few hundred thousand years old—are
packed together at a density half a million times greater than the den-
sity of stars in our own neighborhood. At least half of them are sur-
rounded by flattened disks or teardrop-shaped masses of orbiting dust
and gas, most of them considerably wider than the diameter of our
own solar system. These are made visible, not by the light of their own
central stars, which are still relatively cool, but by the four bright
Trapezium stars at the heart of the nebula, whose light ionizes the
gases in them, making the disks glow. Other disks are seen in silhou-
ette against the bright clouds behind. For the young stars nearest to
the Trapezium, circumstellar material is being eroded and blown away
by the intense radiation from the Trapezium stars—hence the
teardrop or comet-tail shapes. The gas and dust may eventually be
blown away entirely. But the evolving stars that lie at greater distances
from the Trapezium have disks of regular shape that are likely to per-
sist. These disks are thought to be the precursors of planetary systems.

Although the Orion nebula has yielded spectacular images of nas-
cent stars, more has been learned about the details of star-forming sys-
tems in molecular clouds that are closer to us. The best-studied exam-
ple is a cloud that covers parts of the constellations of Taurus and
Auriga, in a region adjacent to Orion where the Milky Way crosses the
ecliptic. The Taurus-Auriga cloud contains no bright high-mass stars
like the Trapezium stars, and it therefore has no counterpart to the
Orion nebula. To the naked eye, in fact, the cloud is only marginally
recognizable as a dark void in the Milky Way, extending from just
above the face of the bull (Taurus) to just below the squashed penta-
gon that represents the charioteer (Auriga). This apparently feature-
less abyss is really a region where the light coming from the stars of
the Milky Way is blocked by dust in the Taurus-Auriga molecular-
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cloud complex. The complex is only about 450 light-years from us—a
third of the distance to the Orion cloud. Here, telescopes that operate
at longer-than-visible wavelengths can peer into the dark cloud and
see the earliest phases of star formation up close and personal.

Unfortunately, the clarity with which details can be made out de-
creases with the longer wavelengths needed to penetrate the cold dust.
The only recourse is to go to larger and larger telescopes. Ultimately,
the size requirements go beyond what can be built or paid for. One
way around this dilemma is to link an array of smaller telescopes in
such a way as to afford the clarity of a single, much larger telescope.
This technique is called interferometry, and will be described in more
detail in Chapter 5. One such array, operating at millimeter wave-
lengths, is Caltech’s Owens Valley Radio Observatory (ovro) in the
eastern Sierras near Bishop, California.

In 1986, using the ovro array, Anneila Sargent of Caltech and Steve
Beckwith (then at Cornell University) obtained the first image of mo-
lecular gas around an evolving star like our Sun.” They observed a flat-
tened disk, twenty times the diameter of the solar system, around a
young stellar object in the Taurus molecular cloud known as “HL
Tauri.” or “HL Tau” (with star names, the constellation is often abbre-
viated to its first three letters). Its light emerges indirectly, reflecting
off the walls of a cavity in the surrounding dust that was blasted open
by outflowing gas. This reflection was originally mistaken for the star
itself until the Hubble Space Telescope revealed it for what it was.
Sargent and Beckwith originally believed they’d found evidence that
all the molecular gas they detected was rotating around the star as a
very large protoplanetary disk. More recent observations, however,
suggest that much of the gas in the outer disk is still falling inward
onto a somewhat smaller rotating disk. This implies that infalling ma-
terial is mixing into the outer edge of the disk rather than impacting
onto the surface of the disk nearer to the star.

Such observations are crucial to the question of whether the organic
compounds found on the grains in the original molecular cloud could
ever make it into an evolving planetary system. In Stanley Miller’s
view, the compounds would be destroyed by the “accretion shock” as
the grains fell onto the protostellar disk. But Jonathan Lunine, of the
University of Arizona’s Lunar and Planetary Laboratory, has devel-
oped a model suggesting that the fate of the grains, and the organic
compounds they carry, depends on the distance from the star at which
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the infalling grains meet the disk.? At 1 astronomical unit (correspon-
ding to the Earth’s distance from the Sun), particles do indeed smash
into the disk at speeds sufficient to vaporize even tough silicate grains
and to break down all organic molecules. Beyond 1 astronomical unit,
however, impact velocities are not high enough to completely vaporize
silicate grains, and beyond 5 astronomical units (the orbital distance of
Jupiter) even water-ice grains are not fully vaporized.

In addition to impact velocity, the amount of heating and chemical
processing of the organic mantles of the grains turns out to be very
sensitive to the grain size, initial grain velocity, and details of the ac-
cretion shock itself. But for a wide range of assumptions, grains that
enter the accretion disk at distances of 30 astronomical units or more
(the orbital distance of Neptune) do not suffer appreciable vaporiza-
tion of their organic mantles, much less any breakdown of the con-
stituent molecules. Comets and icy bodies, like Pluto or the “Kuiper-
belt objects” (see below), may have incorporated a large reservoir of
primordial interstellar organics, like those detected in the Orion cloud.
Indeed, the European Space Agency’s Giotto spacecraft, that flew by
Halley’s comet in 1986, detected a surprisingly rich inventory of or-
ganics.? Thus, it would seem that organic molecules can survive the
trip into an evolving planetary system, but only at initial entry points
far from the star. So it becomes important to know whether disks typ-
ically grow to large diameters, such as 30 astronomical units, or not.
To answer this question, it’s necessary to study mature disks that are
no longer surrounded by an envelope of free-falling material, but that
consist mostly of material that is prevented from falling inward by the
material’s orbital motion within the disk.

The young stars of this kind in the Taurus-Auriga cloud, and similar
ones in other clouds, are named “T Tauri” stars, after the particular
star T Tauri from which unusual emission and surrounding nebulos-
ity was identified as early as 1945. These stars have about the same
mass and surface temperature as the Sun, or less, but they are
brighter. This is because they have not yet condensed down to their
adult or “main-sequence” size and therefore have a larger surface area
available to radiate away photons. T Tauri stars still derive their energy
largely from their gravitational collapse. Although the center of a
T Tauri star may be as hot as 1,000,000°x, that is still not hot enough
to begin hydrogen fusion, the primary step in the sequence of nuclear
reactions that power main-sequence stars. Besides the visible-light ra-
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diation, T Tauri stars also radiate profusely at x-ray wavelengths. Both
the visible and the x-ray radiation varies over time, as if giant “star
spots” are forming and dissolving on the stars’ surfaces.

Although not surrounded by as much dust as young stellar objects,
many T Tauri stars radiate more powerfully at infrared wavelengths
than one would expect on the basis of their surface temperatures. This
excess infrared radiation was first detected in the 1960s and was cor-
rectly interpreted as evidence for the presence of a dust disk sur-
rounding the star. Visible light from the central star warms the dust,
and the dust then reradiates the energy at infrared wavelengths. If the
dust were configured in a complete shell around the star, the starlight
itself would be obscured, as it is for young stellar objects; therefore,
the dust had to be in some kind of flattened, disklike shape.

One of us, David Koerner, has been particularly involved in study-
ing the evolution of circumstellar disks. Koerner wanted to know
whether the material around T Tauri stars is indeed in a stable orbit or
is simply falling toward the star. Using the ovro array, Koerner, to-
gether with Sargent and Beckwith, was able to image the radio emis-
sions from cold carbon-monoxide gas in the disk of a T Tauri star
called “GM Aurigae.” He found that the radio emissions were Doppler
shifted to longer wavelengths on one side of the disk (meaning that
this side is moving away from Earth) and to shorter wavelengths on
the other side of the disk (meaning that this side is moving toward
Earth). In addition, computer simulations of images taken at the inter-
vening velocities showed that the gas moves around the star with a
speed that decreases with distance in exactly the manner predicted for
orbiting bodies by Kepler’s Laws. Thus, the whole disk is indeed rotat-
ing in a stable orbit around the star and therefore could easily provide
the parent material for a set of planets.

The shape and orientation of GM Aurigae’s disk was recently
brought more sharply into focus by the Hubble Space Telescope.
Using a near-infrared camera equipped with a mechanism called a
coronagraph that blocks out much of the light from the central star,
Koerner and others confirmed the disklike shape and the orientation
assumed in the interpretation of ovro images. It turns out that the
gaseous disk is actually several hundred astronomical units in radius,
several times larger than the orbital radius of Pluto. Koerner and
Sargent have since imaged many more T Tauri stars, with the same re-
sult: their disks typically have radii several times the radius of Pluto’s
orbit. Thus, much of the organic material that enters into the disks is
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likely to do so at great distances from the star, where the “accretion
shock” is so slight as not to threaten the material’s chemical integrity.

More recently, Koerner and Sargent have detected the telltale signa-
ture of a rotating disk in the carbon monoxide signal from “LkCa 15,”
also in the Taurus-Auriga cloud. LkCa 15 is a borderline example of a
so-called “weak-line” T Tauri star, which is commonly believed to rep-
resent a later stage of stellar evolution in which the dust of the circum-
stellar disk is beginning to thin out. Perhaps more exciting for our
quest, HCN was recently imaged in the disk around LkCa 15 by Charlie
Qi and Geoft Blake of Caltech. Here is a molecular component of great
importance to Urey-Miller prebiotic synthesis, actually detected within
a protoplanetary disk! A broad census of molecules in disks like those
in the Orion nebula, however, awaits instruments of higher sensitivity.

Just as molecules move from the gas phase to grain surfaces in cold
dark molecular clouds, they probably also freeze out onto dust grains
in the dense environment of circumstellar disks. It thus becomes in-
creasingly difficult to detect the weak microwave signature of emis-
sion from the few remaining molecules in the gas phase. Consistent
with this picture, infrared absorption spectroscopy has revealed hydro-
carbons in grains within young stellar objects. In another case, in-
frared imaging with the Keck telescope revealed that a disk around the
young stellar object, “WL 16,” is glowing throughout with pau radia-
tion. All in all, it would seem that we are on the threshold of discover-
ing that the milieu in which planets form is rich in organics.

When T Tauri stars reach an age of about 10 million years, they are
approaching “adult” or “main-sequence” status, when their cores will
shine solely by light generated by the fusion of hydrogen. T Tauri stars
of this age radiate little or no excess infrared light, suggesting that the
smallest dust grains in their disks have largely disappeared. What then
is the fate of the grains and their rich organic freight? One possibility
is that they are simply blown away into space. Another more interest-
ing possibility, however, is that they aggregate into larger bodies, some
of which may move inward from the disk’s peripheral zone, where
they originally accreted to the inner zone where rocky Earth-like plan-
ets might form.

George Wetherill, of the Carnegie Institution in Washington, DC,
has approached this question by modeling solar systems on a com-
puter. He starts by playing a sophisticated version of the once-popular
video arcade game “Asteroids,” with a large population of orbiting
“planetesimals”—these are the roughly 100-km-size bodies that are
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believed to be the building blocks of planets in the late stages of disk
evolution. Rather than blast them with photon torpedoes, Wetherill
simply lets them collide with each other under the influence of gravity.
In this way, he makes terrestrial planets with ease and, by adding a
Jupiter in the right place, he prevents any planet from forming in the
vicinity of the asteroid belt, just as seems to have happened in our own
solar system.

In the outer part of the model solar system, however, planet forma-
tion proceeds very reluctantly. Beyond Neptune’s orbit, the average
time between collisions becomes as long as the present age of the
solar system. So Wetherill is left with a population of cold icy plan-
etesimals that still occasionally collide but that never completely accu-
mulate into a single planet.

These objects do in fact still exist in the outer reaches of our own
solar system. They're called “Kuiper-belt objects,” after Gerard Kuiper,
who first postulated a family of comets orbiting in this region.
Examples of such icy bodies have recently been detected by a number
of researchers, especially by Jane Luu of Harvard and Dave Jewitt of
the University of Hawaii.’0 The objects bear a striking resemblance to
Pluto and its moon Charon, as well as to Neptune’s captured moon
Triton. Of importance to us is the fact that the objects form in the
outer region of the developing solar system where interstellar organic
compounds can survive the accretion shock.

When the solar system was young, according to Wetherill, there
should have been many more rocky and icy planetesimals than the
current inventory of asteroids and Kuiper-belt objects. Some of the
missing objects, his model indicates, were slung out of the solar sys-
tem after near encounters with planets or with each other. Judging by
the cratering record on the oldest known planetary surfaces, however,
an astonishing number were not ejected from the solar system but
wended their way to a fiery collision with one or another planet or
moon, including Earth. The recent collision of comet “Shoemaker-
Levy 9” with Jupiter serves to remind us that such events continue
even today.!

Could infalling comets and icy planetesimals, packed full of organic
molecules, have contributed substantially to the origin of life on earth?
We already visited this subject in Chapter 1. According to Chris Chyba
and the late Carl Sagan, the inflow of organics from space could have
been as high as the local (Miller-style) production rate in a weakly re-
ducing atmosphere. Chyba also points out that the inflow could have
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been even greater if the early atmosphere was substantially thicker, as
some believe it to have been. A 10-bar atmosphere (ten times the pres-
sure of Earth’s current atmosphere), by exerting greater drag on in-
falling objects and removing heat from them more efficiently, would
have preserved the organic freight of small comets, up to about
100 meters in diameter, thus allowing entry of a particularly rich
source of prebiotic chemicals.

Currently, a number of astronomers are studying the final stages of
stellar maturation, hoping to find clues to the eventual fate of circum-
stellar disks and the possible formation of planets. In 1998, for exam-
ple, Koerner (along with colleagues Michael Ressler, Michael Werner,
and Dana Backman) equipped the Keck telescope with a new long-
wavelength camera (built by Ressler) and pointed it at a 1o-million-
year-old star named “HR 4796,” which lies about 220 light-years from
Earth in the southern constellation of Centaurus.? When the tele-
scope was first aimed at the star, no image appeared on the computer
screen, to the astronomers’ dismay. Thinking that there might be a
problem with the pointing of the telescope, they searched around in
the vicinity of the star, but still could not find it. It then occurred to
them that, if most of the emission were spread out in a disk rather
than concentrated near the star, the emission might appear weaker
than expected. Acting on this hunch, Koerner and his colleagues in-
creased the exposure time, and finally a ghostly image appeared on the
screen (see Color Plate 6). A rush of excitement filled the control room
as it became apparent that the team had imaged a circumstellar disk
around the star. By complete coincidence, two other teams made sim-
ilar observations of HR 4796’s disk within a day or two of the Keck
group: a team led by Bradford Smith of Hawaii's Institute for
Astronomy photographed the disk with the Hubble Space Telescope,
and a group from Harvard University and the University of Florida
(led by Ray Jayawardhana) photographed it from an observatory in
Chile.B

The disk around HR 4796 measures about 150 astronomical units
across, which is about twice as wide as our own solar system. Most in-
terestingly, however, the disk seems to have a central hole about the
size of our solar system. The most plausible explanation for the hole is
that the material in this region has already collected together into
larger objects, such as kilometer-sized planetesimals, or even into full-
sized planets. If planetary bodies of some kind were not present, radi-
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ation from the star would long ago have caused the ring to spread out,
fill in the hole, and ultimately disappear, since its gas and dust would
fall into the star or be blown into deep space. Some unseen influence
must maintain the concentration of dust in the outer disk and keep
the inner region relatively clear.

Indirect evidence that planetary systems do indeed surround main-
sequence stars was provided by the study of dust emission from stars
like Vega, the brilliant chief star of the constellation Lyra. With a mass
several times that of the Sun, Vega burns its nuclear fuel at a faster
rate, so it shines brighter and has a higher temperature. Its circum-
stellar dust is thus more strongly heated, and it emits more infrared
radiation for a given mass of dust, compared with the dust around a
cooler star. Using the 1ras satellite and other techniques, astronomers
have detected excess infrared radiation coming from many Vega-type
stars with ages of a few hundred million years. The disk around one of
these, Beta Pictoris, was imaged in visible light in 1984 by Brad Smith
(then at the University of Arizona) and Richard Terrile (of jp1), using a
telescope in Chile equipped with a coronagraph. Two circumstances
helped them achieve this feat: the disk is very large—more than 400
astronomical units across—and it is seen almost exactly edge-on.

At first, Beta Pic’s disk was thought to be a protoplanetary disk—
the structure from which planets might form in the future. But fur-
ther observations have made it seem more likely that it consists of the
leftovers from the already completed process of planet formation. For
one thing, the total amount of dust remaining in the disk is very
small—less than half the mass of Earth. Also, a central hole, about
the size of the solar system, has been inferred on the basis of the
spectral distribution of the infrared emission. As with HR 4796, its
presence could be explained by clearing due to planet formation.
Finally, the disk is distorted: in 1996 Chris Burrows (of the Space
Telescope Science Institute in Baltimore), with the Hubble Space
Telescope, obtained a photograph of Beta Pic showing that the part of
the disk nearest to the central hole is tilted out of the plane of the rest
of the disk, and a more recent Hst image by Sally Heap showed the
disk’s warp even more clearly (see Color Plate 6).* According to
Burrows, the tilt is probably caused by the presence of a roughly
Jupiter-sized planet orbiting in the central clear zone, near to the
inner margin of the dust disk. If this planet’s orbit were tilted by a
few degrees out of the plane of the disk, it would cause the observed
tilting of the disk. Given that other mechanisms might have pro-
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duced the warping, however, the hypothesized planet remains just
that—hypothetical. Direct detection of extrasolar planets, where life
might not only originate but evolve and thrive, requires more special-
ized techniques, as we’ll see in the next chapter.

The disk around Beta Pictoris is now usually described as a “debris
disk,” implying that it consists, not of the original gas and dust that
collapsed to form the star, but of material thrown off during collisions
between asteroids, planetesimals, or other objects. While the predom-
inant infrared radiation comes from micron-sized particles, the disk
may well contain many larger rocky or icy objects. In fact, it may re-
semble the Kuiper belt that encircles our own solar system.

So far, the observations on young stars support the notion that plan-
ets form by gradual accumulation of smaller objects within a circum-
stellar disk. The disk model also seems to help explain the particular
kinds of planets that we see in the solar system and their relative posi-
tions. There is likely to be a gradient of temperature within a disk,
with the inner regions being hotter than the outer. Thus, within the
inner regions, only rock and metals can condense and form the ob-
jects that later aggregated to form planets. This offers an explanation
of why Mercury, Venus, Earth, and Mars are all relatively small, rocky
planets. In the frigid outer regions, on the other hand, ices can also
condense, adding greatly to the mass of the planets forming there.
Those planets are also able to grow larger simply by virtue of their
longer orbits, which contain more material available to be swept up.
And once past a certain mass, the outer planets can attract and hold
onto a dense atmosphere of hydrogen and helium, derived from the
disk. This is why the outer planets—Jupiter and Saturn especially—

., &

became the solar system'’s “gas giants.”

Is this, then, the pattern we should expect to see repeated over and
over again across the galaxy? Are myriad suns surrounded by clones of
our own solar system? Gazing at the night sky from the dome of the
Hale telescope at Palomar, we can only ponder the question, as so
many have pondered before us. But technology is finally closing in on
the answer. Part of that technology lies housed below us in the dark-
ness: the Palomar Testbed Interferometer, the prototype for an astron-
omy of the future, hugs the mountaintop like a colossal three-legged
spider. Within its hublike central building, technicians are putting
starlight through an optical maze, hoping to squeeze celestial secrets
out of it.
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The Planet Finders
Searching for Life Beyond the Sun

difficulty better illustrated than by the “holes” in the disks of

stars like Beta Pictoris and HR 4796. Matter finely spread out,
as in a disk, can radiate and reflect photons on a grand scale; but bun-
dle that same matter into planets, as may have happened in those
holes, and most of the matter is hidden from view, unable to commu-
nicate its presence by optical means. The light that planets do emit is
likely to be swamped by the far more intense radiation from their par-
ent stars. How, then, can we detect planets? The efforts devoted to
doing so, which have been crowned with success only within the last
10 years, say a lot about our yearning to find Earth’s peers in the
galaxy.

One simple way that planets might make their presence known is
by partially eclipsing their parent star. Some stars do periodically dim
for a brief interval: a well-known example is Algol (“the ghoul” in
Arabic), the second-brightest star in the constellation Perseus. Until
well into the twentieth century, astronomers thought that Algol’s dim-
ming was caused by a large planet, whose orbit happened to intersect
the line of sight between Algol and Earth. It's now known that Algol is

Detecting extrasolar planets is difficult, and nowhere is that
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indeed periodically eclipsed, but by a fainter stellar companion, not by
a planet. Still, this approach to detecting planets may yield genuine re-
sults in the future, as we’ll discuss later.

Another possible avenue to detecting planets depends on planets’
gravitational interaction with their parent stars. Although we normally
speak of planets as if they orbit their star, that’s not quite right. In re-
ality, the star and all its planets orbit the center of mass of the entire
system. As the mass of the planets is unevenly distributed around the
star, the center of mass will not coincide with the center of the star,
and so the star will wobble like an unevenly loaded clothes dryer.
Detecting that wobble would be equivalent to detecting the planets
that cause it.

Unfortunately, the motion of the star induced by the presence of
planets is likely to be quite small. The Sun, for example, is caused to
wobble primarily by giant Jupiter, which possesses 70 percent of the
mass of the entire nine planets. Even Jupiter, however, has only about
one-thousandth the mass of the Sun, so the center of mass of the Sun-
Jupiter system is a thousand times closer to the center of the Sun than
it is to the center of Jupiter. This point is barely outside the surface of
the Sun itself. As seen from even the nearest star, the total side-to-side
wobble of the Sun, caused by the presence of Jupiter, would measure
only about 4 milliarcseconds (an arcsecond is 1/360 degree, and a mil-
liarcsecond is one-thousandth of that). That’s equivalent to the separa-
tion of the two headlights of a car, as seen from a distance of
20,000 kilometers. And the other, less massive planets induce even
smaller wobbles.
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Conceptually, the easiest way to detect a star’s wobble is to measure
changes in the star’s position in the sky over a period of time. This so-
called astrometric method was already used successfully in the
mid-nineteenth century to detect the presence of a companion to bril-
liant Sirius, the Dog Star. But Sirius’s companion is another star, not
a planet. In spite of extraordinary technical refinements over the years,
there has not yet been an unambiguous detection of an extrasolar
planet with the astrometric method. In 1996, the chief devotee of as-
trometry, George Gatewood of the University of Pittsburgh’s
Allegheny Observatory, did produce evidence suggestive of one or two
planets around “Lalande 21185,” a red dwarf that is the fourth-nearest
star to the Sun.! Gatewood’s claim has been greeted with fairly wide-
spread skepticism, however.

A less obvious but (as it turns out) more fruitful approach to detect-
ing a star’s wobble involves measuring its motion along the line of
sight between the star and the Earth—its so-called radial velocity. If a
planetary system is viewed edge-on, the central star will move alter-
nately toward and away from Earth as it orbits the system’s center of
mass. In fact, there will always be some component of radial motion,
except for the unlikely case that the system is viewed exactly pole-on.

Comparing the radial-velocity approach with the astrometric ap-
proach, one can see that they are biased toward detecting different
kinds of planets. Both methods work best on large planets. But the as-
trometric technique most readily detects a planet that is orbiting at a
great distance from its parent star, because such a planet produces the
greatest side-to-side excursion of the star. The radial-velocity ap-
proach, on the other hand, works best for a planet that is close to its
star, because such a planet travels at a greater speed in its orbit, lead-
ing to a greater velocity of the star toward and away from the Earth.

In 1991, Alex Wolszczan (pronounced VOLL-shun) detected the
first extrasolar planets.2 The Polish-born astronomer was working at
the giant Arecibo radio telescope in Puerto Rico, where he was study-
ing pulsars—sources of regular pulses of radio energy. Pulsars are
rapidly rotating neutron stars, the highly condensed remnants of giant
stars that have ended their existence by exploding as supernovae. A
pulsar emits a beam of radio energy that sweeps across the sky as the
star rotates. If the beam happens to intersect Earth, we can detect the
beam as a series of pulses.

The particular pulsar that Wolszczan discovered, named “PSR
B1a57+12,” lies 1300 light-years away in the constellation Virgo. It ro-
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tates once every 6.2 milliseconds, or 642 times per second. (Even at
this phenomenal speed, it is prevented from flying apart by its enor-
mous gravity.) Wolszczan noticed that the timing of the pulses was
not quite regular. They would speed up very slightly for a few days,
then slow down again. He wondered whether movement of the pulsar
toward and away from the Earth, induced by a planet or planets, was
causing the oscillations in pulse frequency. The changes in frequency
would then be Doppler shifts, indicative of changes in radial velocity.

With the assistance of Dale Frail of the National Radio Astronomy
Observatory at Socorro, New Mexico, Wolszczan was able to prove his
hypothesis correct. The frequency oscillations were accounted for by
giving PSR Bi257+12 two planets, both quite close to their star. The
inner planet (0.36 au from the pulsar, about the same as Mercury’s
distance from the Sun) has an orbital period of 66.5 days. The outer
planet (0.47 au from the pulsar) has an orbital period of 98.2 days.
The planet’s masses cannot be exactly calculated, because it’s not pos-
sible to determine the angle at which we’re viewing the planetary sys-
tem. If we're seeing it exactly edge-on, the two planets have masses of
3.4 and 2.8 Earth masses, respectively. If the plane of the system is
tilted away from edge-on, the masses will be greater, but probably not
radically so.

A couple of years after his original discovery, Wolszczan announced
that PSR B1257+12 had yet a third planet, this one a Moon-sized object
orbiting even closer to the pulsar than were the two planets previously
detected.3 According to Wolszczan, the object orbited the pulsar once
every 25.3 days. Recently, however, a German astronomer, Klaus
Scherer of the Max Planck Institut fiir Aeronomie in Katlenburg-
Lindau, has reported detecting the same 25.3 day Doppler oscillation
in radio signals coming from Pioneer 10—a spacecraft that, having
completed its survey of the outer planets, is now heading out into deep
space. Scherer believes that a single source must account for the oscil-
lation of the signals from both the pulsar and the spacecraft.4 The
source must be local to our solar system and is probably related to the
rotation of the Sun. As if to compensate for the apparent loss of his in-
nermost planet, however, Wolszczan has come up with preliminary
evidence for yet another planet around PSR Bi256+12, this time a
Saturn-sized object orbiting far beyond the other two.s (Two re-
searchers at m1T, Kriten Joshi and F.A. Rasio, have done independent
calculations that support the existence of this planet.§)

Wolszczan’s discovery was an exceptional achievement and made
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astronomical history. But it wasn’t quite what was wanted for those
who seek planets because of their potential for life, because a planet
circling a pulsar is not a good place to live. If the pulsar beam hits the
planet, the harsh radiation (gamma rays and charged particles) will
surely prevent any life from developing. If the beam doesn’t hit the
planet, it will be cold and dark. And because the search for life is in
most people’s minds, PSR Bi2sy+12 has tended to be ignored.
Oftentimes, the discovery is alluded to merely by exclusion, as in state-
ments like “The first detection of a planet orbiting a normal star
was ...”

The first detection of a planet orbiting a normal star was achieved by
Didier Queloz and Michel Mayor of the University of Geneva,
Switzerland.” Queloz was a graduate student, and Mayor his advisor,
when they made the discovery in 1995. Queloz is now a postdoctoral
fellow at ypL working on the Palomar Testbed Interferometer, so we
have little trouble tracking him down.

“I wasn’t supposed to find planets,” he tells us in a charming
French-Swiss accent, over a tiny cup of espresso coffee. “Everyone ex-
pected that any planets we could detect—the big ones—would be far
from their stars, like Jupiter, so they would take 10 years or more to
complete one orbit. But 10 years is not the kind of time scale you can
think of when you are a graduate student. So I was just supposed to
start the program, write the software, and debug the instrument.”

The instrument in question was a spectrometer. Queloz and Mayor
wanted to detect oscillations in the radial velocity of a star (induced by
a planet or planets) by measuring the Doppler shifts in the wavelength
of light coming from it: a red shift as the star moved away from the
Earth and a blue shift as the star moved toward the Earth. The prob-
lem was that the shifts were likely to be minute. Jupiter, for example,
causes the Sun to move to and fro at a speed of about 12 meters per
second—only slightly faster than a sprinter can run. Compare this
with the speed of light—300,000,000 meters per second. If a star is
orbited by a Jupiter-like planet, the wavelength of the light reaching
Earth will be alternately shortened and lengthened by the fraction
12/300,000,000, of 0.000004 percent. For an Earth-like planet,
you’d have to add another couple of zeroes to that percentage.

The light coming from a star is spread out over a wide range of
wavelengths, but this broad spectrum is interrupted by thousands of
absorption bands, the signatures of the many elements and com-
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pounds present in the star’s outer layers. It was the collective shift of
all these bands toward longer or shorter wavelengths that Queloz and
Mayor set out to measure. They did this by comparing the star’s ab-
sorption bands with the absorption bands in the light coming from a
lamp, which obviously were not Doppler shifted.

Several other astronomers had been using the radial velocity ap-
proach for several years before Queloz and Mayor commenced their
observations. These others included two Canadians, Bruce Campbell
and Gordon Walker of the Dominion Astronomical Observatory in
Victoria, as well as two astronomers at San Francisco State University,
Geoff Marcy and Paul Butler (Butler is now at the Anglo-Australian
Observatory in Sydney). Aside from a couple of false alarms, none of
these scientists had succeeded in detecting any planets. What Queloz
and Mayor had going for them, however, was a sophisticated piece of
analytical software that very rapidly calculated the Doppler shift of the
source while the star was still under observation. Marcy and Butler’s
spectra, on the other hand, had to be processed off-line, and in fact
they had accumulated several years’ worth of unanalyzed spectra
when the Swiss researchers began their observations.

Queloz and Mayor chose about 125 stars to study. They had masses
similar to that of the Sun (so-called ¢ stars) or slightly lower (x stars).
Planets of Sun-like stars are often considered the best candidates for
harboring life, so we ask Queloz whether the quest for life was a factor
behind their choice of targets. He denies it. “They're just the easiest
stars to study,” he says. “The lower-mass stars are less bright, and the
higher-mass stars don’t have enough absorption bands to study.”

They set up their equipment at the Observatoire de Haute-
Provence, just outside the medieval town of Forcalquier in the French
Alps. Forcalquier’s Romanesque Church of Notre Dame dates back to
the era when Scholastic philosophers attempted to solve the problem
of “other worlds” by the power of thought alone. Queloz and Mayor re-
solved the problem empirically in July 1995, when they detected a
large planet circling a star called “51 Pegasi” (usually abbreviated to “51
Peg”). It is the fifty-first in a list of stars in the constellation Pegasus.

Queloz and Mayor had actually first noticed the variation in the ra-
dial velocity of 51 Peg six months earlier. But the data were so unex-
pected that they hesitated to believe them. For 51 Peg was moving to
and fro with a periodicity of only 4 days, and yet the amplitude of the
velocity change demanded a planet at least half the mass of Jupiter. If
the data were real, it meant that a Jupiter-like planet was orbiting its
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star at a distance of only 0.05 Au—one-eighth of the distance at which
Mercury orbits the Sun, and in fact only about 4 stellar diameters from
51 Peg’s surface. This was in radical contradiction to the standard
model, which asserted that giant planets should lie far from their
stars, as they do in our own solar system.

A few weeks after they had begun their observations, the advancing
seasons turned 51 Peg into a daytime star, and Queloz and Mayor had
to cool their heels for 4 months. But they used the time to further ana-
lyze their data and to predict the star’s velocity on the night in early
July when they would next be able to observe it. For even though the
candidate planet would have completed nearly thirty orbits in the
meantime, its orbital period was known precisely enough to predict its
exact position in its orbit several months in the future. When that
night arrived, 51 Peg had exactly the predicted velocity. After ruling out
several possible artefactual causes for their results, Queloz and Mayor
had their planet in the bag. In early October, Mayor announced the
discovery at a conference. Marcy and Butler, though initially skeptical,
were able to confirm the discovery by observing 51 Peg’s radial-velocity
oscillations themselves at the Lick Observatory in Northern California.

Since being scooped by Queloz and Mayor in 1995, Marcy and
Butler have been making most of the running. Not only have they
confirmed the planet around 51 Peg, they also have reported thirteen
planets of their own. Four of these planets, which orbit stars named
“s5 Cancri A,” “Tau Bodtes A,” “Upsilon Andromedae,” and “HD
187123,” are similar to 51 Peg’s planet—that is, they are roughly
Jupiter-sized bodies orbiting very close to their star. Yet another planet
of the same type has been discovered by a team from the Harvard-
Smithsonian Center for Astrophysics and two other institutions, led
by Robert Noyes: this planet circles a star named “Rho Coronae
Borealis.”

The fact that many of the recently detected planets have been “close-
in Jupiters” reflects in part the intrinsic bias of the radial-velocity tech-
nique, which is most sensitive to stellar motions induced by large, rap-
idly orbiting planets. But the existence of any such planets presents a
significant challenge to the standard model of planet formation. One
way to preserve the standard model is to hypothesize that the close-in
Jupiters formed much farther from their stars, but then migrated in-
ward. In fact, Doug Lin of the University of California, Santa Cruz,
proposed exactly such an inward migration in the 198o0s, long before
any extrasolar planets had been detected.
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We have the opportunity to ask Marcy about this when we visit him
at his office at the University of California at Berkeley, where he has an
adjunct appointment. The walls of the office are festooned with what
look like seismographic tracings but are really the output of his spec-
trograph. “Planets move inward because the whole protoplanetary
disk is going down the stellar drain,” he says. “The disk is in fact mak-
ing the star—that’s how the star comes into being. The disk is slowly,
over the course of a million years, swirling inward, dragging the plan-
ets with it. It's like when you take a bath and drain the water—the vis-
cosity of the swirling water robs the water of its speed and causes it to
spiral down the hole.”

This, then, leaves two questions: Why has our Jupiter not done the
same, and why have the close-in Jupiters not fallen right into their
stars? As to the first question, Lin believes that several gas giants may
have formed in the distant reaches of our solar system, migrated in-
ward, and fallen into the Sun. Jupiter was the last, and it got left high
and dry when the material of the disk was finally all swept up.

As to why the close-in Jupiters haven't fallen into their stars, we ask
Marcy about the theory he espoused in a recent magazine article, ac-
cording to which the star’s magnetic field clears out the innermost
part of the protoplanetary disk. When the planet reaches the clear
space, according to this theory, the disk’s viscosity no longer affects it,
so it stays put. Marcy doesn’t react as positively as we’d expected.
“That was the mechanism that was favored as of a month ago,” he says
with a laugh. “But this field is evolving so quickly, there’s another
mechanism that’s come through the grapevine. Doug Lin and a couple
of other astronomers have pointed out that a protoplanetary disk
might behave like Saturn’s rings, where you get moons gravitationally
shepherding the rings and each other: they get locked into resonant
orbits, like 2:1 or 2:3. Neptune and Pluto are the same: they're in a 2:3
resonance. You could have a string of planets with commensurate or-
bital periods, shepherding each other, sort of keeping each other at
bay against inward migration.”

The close-in Jupiters are not good candidates to harbor life, of
course. Quite aside from the fact that they are most likely gas giants
rather than solid-surfaced planets, the proximity to their stars implies
temperatures much too high for liquid water to exist. But Marcy and
Butler have discovered several planets that orbit much farther from
their stars. One such planet belongs to “47 Ursae Majoris” (or “47
UMa”) a Sun-like star near the bowl of the Big Dipper. It has a likely
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mass of about three times Jupiter’s mass, and it orbits at a distance
from its star (2.1 au) that in our own solar system would fall between
the orbits of Mars and Jupiter. It could be called a “classical Jovian
planet.” Marcy and Butler also suspect that the star 55 Cancri A, be-
sides having a close-in Jupiter, has a second planet: this one has a
mass of about five Jupiters and lies, like 47 UMa’s planet, at a distance
corresponding to somewhere between Mars and Jupiter in our own
solar system. Yet a third classical Jovian planet was discovered by the
Mayor-Queloz group in 1998: it orbits a k-dwarf star named
“14 Herculis.” And in 1999, both Marcy’s group and the Harvard-
Smithsonian group announced the detection of two classical Jovian
planets orbiting Upsilon Andromedae, a star that was already known
to possess a “close-in Jupiter.” Thus Upsilon Andromedae has at least
three planets.

When they announced 47 UMa’s planet in 1996, Marcy and Butler
mentioned the possibility that it might possess liquid water, a possi-
bility that seemed to make it more hospitable to life than the close-in
Jupiters. In reality, given that it is probably a gas giant, the chances of
finding bodies of liquid water there seem remote. But Jim Kasting,
whose work on habitable zones was mentioned in Chapter 3, has come
up with a new wrinkle on the matter. His graduate student Darren
Williams raised the question of whether a moon orbiting 47 UMa’s
planet might be habitable. Together with Richard Wade, they did cal-
culations suggesting that a moon orbiting the planet might possess an
atmosphere, a rocky surface, oceans, and all other conditions neces-
sary for life.# No such moon has actually been detected, of course. But
if giant planets collect their own accretion disks as they form—and
Jupiter undoubtedly did so, given the properties of its four large
moons—it may be a good bet that all planets that large possess satel-
lites of some kind.

Kasting, who played such a key role in expanding the habitable
zones around stars, now finds himself under attack from the other di-
rection—for setting the limits of habitability too narrowly. This
change has happened because of the increasing belief in the existence
of subsurface liquid water on Mars and Europa—water that is kept lig-
uid by geothermal energy rather than by sunlight.

We get the chance to ask him about this when we run into him at a
NAsaA astrobiology workshop. “If you define the habitable zone as every
place that you can think of where you could get liquid water,” he tells
us, “then the whole solar system is a candidate. But where you can get
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liquid water on the surface of a planet has a totally different implica-
tion, which is relevant to the detection of life on extrasolar planets. The
way we are going to detect life on those planets is by detecting the
modification of the planet’s atmosphere by living organisms—the
presence of ozone particularly, which tells you that there’s oxygen.
Oxygen comes from photosynthesis, and for photosynthesis you need
life at the surface, or very near the surface. With the right instruments,
you could tell that Earth is inhabited from 10 parsecs away. But sub-
surface life on Mars or Europa—you’ll never have a clue about it.”
Kasting also stresses (as does Chris McKay) how much more energy is
available from sunlight (or starlight) than from geothermal sources.
“It’s a factor of 105 difference,” he says, “I doubt that geothermal heat
by itself can sustain liquid water on the surface anywhere, nor that it
could provide enough energy to allow for modification of a planet’s at-
mosphere on a scale that could be detected remotely.”

If Kasting is going to make detectability the criterion for judging
which habitats for life are worth thinking about, his postulated moon
around 47 UMa’s planet fails the test. He himself admits that there
may not be even a theoretically possible method to detect the moon.
When we ask him about this, however, he comes up with a long-shot
method for detecting life there, even without detecting the moon it-
self. “If you're running a search for extraterrestrial intelligence, you
could point your radio telescope at it,” he says. “That’s the only way I
can see.”

At the same time as they announced the planet around 47 UMa,
Marcy and Butler announced another planet, this one around another
Sun-like star named “yo Virginis.” This announcement provoked
tremendous controversy, however—not because of doubts about the
planet’s existence, but because of doubts as to whether it should be
considered a planet or a type of very low-mass star called a “brown
dwarf.”

“Brown dwarfs” were so named in 1975 by a Berkeley graduate stu-
dent, Jill Tarter, who is now a leading light in the search for extrater-
restrial intelligence (see Chapter 7). At that time, they were merely a
concept, and the concept had been developed largely by an Indian-
born astronomer, Shiv Kumar, a decade earlier. Kumar knew that
main-sequence stars come in a range of masses, which are identified
by a difficult-to-memorize sequence of letters: o for the most massive,
then B, A, F, G, X, and M. The Sun is a “c star.” Kumar wondered
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whether “M stars”—dim “red-dwarf” stars with less than 6o percent of
the mass of the Sun—were really the end of the line, or whether stars
could form from even smaller chunks of a molecular cloud. He con-
cluded that they could, but stars with masses less than about & percent
that of the Sun would never achieve sufficiently high core tempera-
tures to commence proton-proton fusion, the primary power source
for main-sequence stars. After a brief period of deuterium (hydrogen-
2) fusion, the star would collapse and just sit there, radiating in the in-
frared and barely, or not at all, in visible light. It would certainly not
look “brown,” but the name stuck.

There have been many claimed sightings of brown dwarfs over the
years, some of which have been disproved, while others hover in a
kind of astronomical limbo, neither damned nor blessed. But in 1996,
a group at Caltech, led by Shrinivas Kulkarni, found an example that
everyone accepts. It is a faint companion to an M-class star known as
“Gliese 229,” and therefore has been named “Gliese 229 B.” It emits
almost entirely infrared radiation. It lies about 45 astronomical units
from its larger companion, and it has a mass about o.5 percent that of
the Sun, or fifty times that of Jupiter. Most interestingly, Kulkarni’s
group recognized the absorption lines of methane in the brown
dwarf’s infrared spectrum. Because methane would be destroyed at
only a few hundred degrees Celsius, this finding confirmed the very
low temperature of the brown dwarf’s surface. Since the discovery of
Gliese 229 B, infrared surveys have revealed dozens of extremely faint
and cool dwarf stars—now called L dwarfs—scattered randomly
throughout the solar neighborhood. Astronomers hope that these dis-
coveries mark the beginning of a complete census of sub-stellar ob-
jects with masses intermediate between those of M dwarfs and plan-
ets.

The “planet” reported by Marcy and Butler around 7o Vir has ap-
proximately g Jupiter masses. (Remember that the radial-velocity tech-
nique cannot pin down the mass precisely, because the angle of view
is not known). That's enough, in some astronomers’ eyes, to bring it
into brown-dwarf territory. It also has a highly eccentric orbit, which is
also thought by some to be a hallmark of a brown dwarf. That’s be-
cause a brown dwarf, falling out of the molecular cloud, would natu-
rally take up such an orbit, whereas a planet, evolving within a stable
circumstellar disk, might be more likely to have a near-circular orbit.

Marcy initially dismissed the brown-dwarf interpretation, but now
he’s more inclined to blur the distinction between the two kinds of
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bodies. Although they should have quite different origins—one con-
densing out of a molecular cloud, the other aggregating from smaller
bodies in a disk—Marcy suggests that some bodies might have a kind
of hybrid history. “You can imagine a scenario in which, out of the gas
and dust that orbits a young star, the gas gradually condenses into an
object, 5 or 10 Jupiter masses, without the benefit of grain-grain colli-
sions and solid objects growing first. So it would be an object that
grew in the disk like a planet, but not by the same process. Who
knows, maybe even our Jupiter formed that way.”

Marcy doesn’t place much faith in the eccentricity of a body’s orbit
as saying anything about its status as brown dwarf or planet. “Pluto is
a good example here in our own solar system: it’s a planet in a highly
eccentric orbit, probably because of past gravitational sling-shotting.
It’s conceivable that some fraction of the bona fide planets in our uni-
verse are residing in eccentric orbits because of these interactions. In
fact, the galaxy could be full of planets that got ejected from their sys-
tems entirely. People have conjured up experiments to look for them.”

The idea that highly eccentric orbits are a sign of brown-dwarf sta-
tus has been deflated further by the discovery of planets with eccentric
orbits but with seemingly low masses, well below anyone’s minimum
for brown dwarfs. In 1996, Marcy and Butler (and independently, a
group at the University of Texas) reported finding a planet around the
Sun-like star “16 Cygni B” that has a highly eccentric orbit but a mini-
mum mass of only 1.5 Jupiter masses. In 1998, Marcy and Butler dis-
covered a similar planet orbiting another Sun-like star, “HD 210277.”

It’s a real shortcoming of the radial-velocity technique that it cannot
provide a definite measure of an extrasolar planet’s mass, but only a
lower limit. This, as mentioned earlier, is because the plane of the
planet’s orbit with respect to the line of sight is not known: a given ra-
dial-velocity signal could represent a relatively small planet in an or-
bital plane that we are viewing edge-on, or a much more massive
planet or brown dwarf in an orbital plane that we are viewing nearly
face-on. Recently, however, the true mass of one of Marcy and Butler’s
planets—the one that orbits 55 Cancri—was determined through a
fortunate circumstance.

In 1996, a team led by Carsten Dominik of the Leiden Observatory
in the Netherlands observed 55 Cancri, with the European Space
Agency’s Infrared Space Observatory, and detected an excess of in-
frared radiation coming from the star.? The team concluded that a disk
of dust and debris, probably corresponding to our own Kuiper belt,
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was orbiting the star. Shortly after, David Trilling and Robert Brown of
the University of Arizona imaged the disk directly using nasa’s
Infrared Telescope Facility on Mauna Kea.!® They found that the disk
was tilted 277 degrees from the plane of the sky. Making the reasonable
assumption that the unseen planet is orbiting 55 Cancri in the same
plane as the disk, and using Marcy’s measurement of the amplitude of
the radial-velocity signal, Trilling and Brown calculated the planet’s
mass: 1.9 Jupiter masses. This, of course, is well below brown-dwarf
territory. Trilling and Brown expect that most or all stars with planets
will also possess Kuiper-belt disks. Thus, it may eventually be possible
to get a precise estimate of the masses of many of the extrasolar plan-
ets detected with the radial-velocity technique, including those whose
status as planet or brown dwarf is controversial.

If the presence of planets implies a Kuiper-belt disk, does a Kuiper-
belt disk imply the presence of planets? If so, identifying such disks
could be a relatively simple way to home in on stars with planets.
This kind of approach was used in 1998 by a group at the Joint
Astronomy Center in Hawaii, led by Jane Greaves.!" Greaves and her
colleagues examined “Epsilon Eridani,” the Sun-like star that is clos-
est to our own solar system—it’s just 10 light-years away. Marcy and
Butler have observed this star for years with the radial-velocity tech-
nique, without seeing any hint of a planet. But Greaves and her col-
leagues, using the James Clerk Maxwell telescope on Mauna Kea, ob-
tained a remarkable image: around the star lies a doughnutlike disk,
surrounding a central hole, and one part of the doughnut is high-
lighted by an intensely bright spot. This spot, Greaves thinks, is dust
that has either collected around a planet or is perturbed by a planet
orbiting closer to the star, within the central hole. Marcy and Butler’s
negative results do nothing to rule this hypothesis out, of course. The
planet might be too small or too far from the star to produce a de-
tectable radial-velocity signal, or we may be viewing the disk-planet
system so nearly face-on that even a large planet causes little motion
of the star along the line of sight.

Like Queloz and Mayor, Marcy and Butler have expanded their
search to cover a much larger selection of stars. Among the stars they
are now monitoring are fifty “m dwarfs”—the lowest-mass main-se-
quence stars. In mid-1988, Marcy and Butler announced the detection
of the first planet orbiting one of these M dwarfs—a star called “Gliese
876” that is only 15 light-years from earth. (A group at the Geneva
Observatory in Switzerland, led by Xavier Delfosse, independently de-
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tected the same planet.) The planet is another close-in Jupiter, but its
orbit is more elliptical than the others.

M dwarfs have only about 1 percent of the luminosity of the Sun, so
life on a planet at 1 astronomical unit (the Earth’s distance from the
Sun) would seem impossible. And if one moved a planet in close
enough to have liquid water, the planet would become tidally locked.
The conventional wisdom is that such locking would make life impos-
sible because the atmosphere would freeze out on the dark side of the
planet and you’d end up with no atmosphere at all.

Marcy doesn’t buy that. “Once you bring a planet close enough that
the tidal issues come into the picture, suddenly you can draw upon the
tidal energy, like the tidal flexing of Io or Europa, and then you realize
that you don’t need the luminosity of the star at all to heat up the
planet. There could be not only subsurface liquid water, but also sur-
face liquid water warmed by this tidal effect. It doesn’t matter what lu-
minosity the star is, if you bring the planet in close enough. You could
have the conditions for life, maybe without photosynthesis.” This sce-
nario refers to a terrestrial planet, of course. Marcy’s planet orbiting
Gliese 876 is presumably a gas giant like Jupiter, and thus is not likely
to possess a surface that could hold bodies of liquid water.

The main attraction of M-type stars is that they are so common. “Of
the stars within 20 light-years of Earth,” says Marcy, “8o percent are M-
type stars. The missions that NAsa is gearing up to carry out in the next
three decades are all going to be most sensitive to the nearby planets.
So that's why we’re monitoring M-type stars: we are specifically trying
to do reconnaissance for the later Nasa missions. Maybe we will find
the Jupiters and Saturns, and hopefully nasa will find the Earths.”

The reason that Marcy doesn’t expect to find the “Earths” himself is
that the spectroscopic technique seems to be up against a limit of sen-
sitivity. Right now, Marcy and Butler’s instrument can resolve velocity
differences down to about 3 meters per second—about the size of the
wobble induced in our own Sun by the presence of Saturn. The Earth
induces a wobble of only about 9 centimeters per second. Such a tiny
wobble, Marcy believes, would be blurred out by a “fluttering” of the
star’s apparent velocity, caused by the roiling motions of gases on the
star’s surface. As it is, Marcy is compelled to select stars that rotate
very slowly, for these have the calmest surfaces.

Among the methods that Nasa is considering to extend the search for
extrasolar planets, one involves the same method as was used to detect
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Algol’s stellar companion in the last century—the observation of the
dimming of a star as an object passes in front of it. A proposed mis-
sion that uses this technique is the Kepler mission, developed by sci-
entists at Ames Research Center, led by William Borucki.’? This is a
space-borne photometric telescope—a telescope able to measure the
amount of light coming from each patch of sky with great precision.
The plan is to put it into orbit around the Sun at a considerable dis-
tance from Earth. Once in space, the telescope will stare unblinkingly
at a dense star field in the constellation Cygnus, not far from the
bright star Vega. Over the course of 4 years, it will continuously mon-
itor the brightness of 80,000 stars within its field of view, waiting for
one of them to dim slightly for a few hours. If one does, the mission’s
Earth-based computers will merely take note of the fact. But if the
same star dims again later, the computers will form the hypothesis
that the two dimmings were caused by the passage of a planet in front
of the star—a planet whose orbital period corresponds to the time in-
terval between the dimmings. Then, the main test will come when the
third dimming falls due: If it happens as predicted, the presence of the
orbiting body will have been confirmed.

Although the chances that any particular star’s planets pass directly
between the star and Earth are quite low, the huge number of stars
that Kepler can monitor encourages the mission’s proponents to be-
lieve that it will detect hundreds of planets during its 4-year mission.
Specifically, they predict that Kepler will detect about 480 terrestrial-
type planets, 160 close-in giant planets, and 24 giant planets in outer
orbits. Of course, there are some untested assumptions involved in
this prediction, including the assumption that terrestrial planets are
common.

The photometric method gives not only the time of the dimming,
but also its duration and its depth (i.e., the fractional decrease in
brightness). This information, combined with the known characteris-
tics of the star, allows the planet’s size and its likely temperature to be
determined. If a particular giant planet were detected both with the
photometric method and the radial-velocity method, its mass and size
would both be known, allowing its density to be computed. This in
turn would allow for informed guesses about its composition. Thus,
from what seem like very impoverished data—three blips in a photo-
metric record and some oscillations in a spectrum—astronomers may
be able to draw surprisingly detailed conclusions about a planet’s hab-
itability.
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telescope 2 telescope 1

position for reference star
beams combined here

position for star of interest

optical delay line

5.2 Interferometry using a reference star. Two beams of light from the reference star, captured by
the two telescopes, are combined to produce interference fringes. To do the same for the star of
interest, whose light waves are approaching the telescopes at a slightly different angle, the length
of the optical delay line has to be adjusted slightly. The amount of this adjustment gives the an-
gular separation between the two stars.

The Kepler mission is competing (unsuccessfully, so far) for a slot
in the so-called Discovery Program, a series of Nasa missions charac-
terized by the slogan “Faster, cheaper, better.” These missions are
supposed to cost less than $300 million and to take no more than
3 years to complete. The Discovery Program is a response to budgetary
constraints and to the megaprojects of the past, some of which be-
came so overloaded with bells and whistles that their failure was all
but assured.

There is another planet-finding technique, however, into which
NAsA is planning to invest most of its efforts, and that is optical inter-
ferometry, which combines the light of two or more telescopes that are
located at some distance from each other, thereby gaining the resolu-
tion of a single telescope with a diameter equal to the distance be-
tween the two. The method will be used not only to detect the side-to-
side wobble of a star that is orbited by planets, but eventually to image
those planets directly and even to analyze their atmospheres.

The tricky part is combining the light from the two telescopes. This
must be done in such a way as to preserve information about the
phase relationships (the relative positions of the individual wave
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fronts) of the light reaching them. Thus, it is necessary to measure the
length of the paths taken by the starlight entering the two telescopes,
with a level of precision down in the billionths of a meter.

To explore and develop the techniques of optical interferometry,
NAsA has constructed the Palomar Testbed Interferometer (pTI) (see
Color Plate 6).B8 P11 is run by a large group of jp1 scientists, headed by
Mike Shao; but when, sometime after midnight, we climb down from
the catwalk of the Hale telescope and tap on the door of the p11’s
“beam-combining building,” we are greeted by a lowly Caltech under-
graduate, Ben Lane. Though he appears altogether too young to be en-
trusted with such an expensive piece of hardware, Ben is intimately fa-
miliar with all its mysteries, because he helped assemble and test it.
He is soon snowing us with an avalanche of techno-speak—
"dichroics,” “delay lines,” “tilt tables,” “heterodyne lasers,” “single-
mode fibers,” “fringe trackers,” and so forth. Luckily one of us
(Koerner) uses interferometry (at radio wavelengths) in his own re-
search, so at least the principle of the thing is clear.

Basically, two telescopes (the “north” and “south” telescopes, on
this particular night) look at the same small region of sky, which is
chosen to contain at least two stars: the star of interest and a nearby
bright reference star. The reference star is taken as a fixed landmark;
the star of interest, on the other hand, will be changing its position
slightly from night to night, if it possesses planets. Thus, the aim is to
determine as precisely as possible the position of the star of interest
with respect to the reference star. (The reference star may have some
“wobble” of its own, of course. Therefore, in practice it's necessary to
use more than one reference star, in order to determine which mo-
tions are intrinsic to the star of interest.)

Because the reference star and the star of interest are at slightly
different positions in the sky, the wave fronts of the light coming from
them approach the telescopes at slightly different angles. For example,
if the peaks of the waves from the reference star happen to strike the
two telescopes synchronously (in phase), then the wave fronts from
the star of interest will strike the two telescopes slightly out of phase—
the peaks may reach one telescope at the same time as the slopes or
the troughs of the waves reach the other telescope. The interferometer
has to measure the phase difference between waves from the two
stars: this is a measure of the angular separation between them, as
measured along the axis running through the two telescopes.

To accomplish this, beam splitters inside each of the telescopes sep-

» o«
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arate the light from the two stars and send the resulting beams down
evacuated pipes into the combining building. Thus, a total of four
“starbeams” enter the building. Once inside, the two beams from the
north telescope are sent on an out-and-back trip to a mirror that is
perched on top of a miniature railcar. By adjusting the position of the
railcar on its track, the total length of this “optical delay line” can be
adjusted. The beams from the other telescope are not delayed.

Next, the reference-star beams from the north and south telescopes
are brought together, and the delay line is adjusted until the wave
fronts from the two beams are in register, producing a characteristic
pattern of interference “fringes,” like the colored bands of light on an
oil slick.

Finally the two beams from the star of interest are combined. These
beams will not produce the same pattern of fringes as did the two ref-
erence-star beams, since they were in a different phase relationship
when they entered the two telescopes. To produce the same pattern of
fringes, the length of the delay line must be changed slightly. And we
mean slightly—a few billionths of a meter. This is done, not by mov-
ing the railcar, but by use of tiny piezoelectric actuators behind the
mirror. The difference in delay-line length, which is measured with
laser beams that traverse the entire optical pathway, provides a meas-
ure of the angular separation between the two stars. It’s only a one-di-
mensional measure, of course. To get a two-dimensional measure, a
different pair of telescopes (say, “north” and “east”) can be used, or
one can simply wait for the Earth’s rotation to twist the original pair of
telescopes into a different orientation with respect to the stars.

Sounds complicated? Possibly, but you are using the same technol-
ogy yourself all the time, without even thinking about it. When you
sense that a sound is coming from a particular direction, that’s in part
because your brain is performing interferometry on the sound waves
reaching your left and right ears. To put it more precisely, your brain
converts the sound waves into patterns of neural impulses and per-
forms interferometry on those patterns. In fact, your brain goes one
better than pr1: instead of making trial-and-error adjustments in a sin-
gle auditory delay line, it simply feeds the signals into a massively par-
allel set of lines representing all possible delays. If Ben Lane could be
persuaded to set up the pr1 in the same way, results would be nearly
instantaneous.

Pt1 currently has an astrometric precision of about 100 microarc-
seconds, and it will ultimately have a precision of about 50 microarc-
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seconds, which means that it should be able to detect a nearby star’s
wobble caused by the presence of a Jupiter-like planet.

P11 can also operate in a simpler mode, in which it simply looks at a
single star through the two telescopes. This technique cannot detect a
star’s wobble, but it can determine whether a star’s image is a “point
source” or is something more complicated, such as a binary pair. In
1997, Mike Shao’s group used this method on 51 Peg, the star whose
now almost sacred “planet” was detected by Queloz and Mayor. Shao’s
group claimed to find that 51 Peg was a binary system, meaning that
the “planet” was not a planet at all but a small companion star. They
wrote an abstract on this finding that got onto the Internet and then
into the pages of Science. But follow-up work showed that this result
was incorrect: 51 Peg is indeed a single star, and the planet exists after
all. When, on another occasion, we have the chance to ask Shao about
this, he laughs and says “The final word is, one of our team members
was a little bit overly enthusiastic. Once we got rid of two large sources
of error, the wiggles weren't there.” Since Queloz is now a member of
Shao’s team, the retraction has presumably smoothed the atmosphere
within his lab.

P11’s main function, however, is not to detect or refute planets but
to serve as a prototype for a succession of bigger and better interfer-
ometers. First, the Keck telescopes will be set up in differential inter-
terometric mode: this will involve not just the integration of the two
existing 10-meter telescopes but the construction of four small “out-
rigger” telescopes that will all be optically connected.’ The Keck
Interferometer is expected to have a precision of 10 to 30 microarcsec-
onds and to be capable of detecting the wobble caused by Uranus-like
planets orbiting stars as distant as 20 light-years from Earth.

The Keck telescopes will also be capable of operation in another
mode of interferometry, which should permit direct detection of the
close-in Jupiters. In this mode, two starbeams from the star of interest
are combined, and the fringe pattern measured. The measurement is
done first at visible wavelengths—a region of the spectrum in which
the star so greatly outshines the planet that the latter makes essentially
no contribution to the fringe pattern. Then the measurement is re-
peated at infrared wavelengths—a region in which the planet, because
it is heated by the nearby star, does make a small but detectable con-
tribution. Because the planet is at a slight distance from the star, its
contribution is out of phase, and it therefore shifts the overall fringe
pattern slightly. By measuring this phase shift at many different ori-
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entations, an image of the star and its planet can be reconstructed.
Thus, Shao hopes to be able to confirm Marcy and Butler’s planets and
to detect other close-in Jupiters.

The next step is the launch (planned for the year 2005) of the Space
Interferometer Mission (sim), a set of six small telescopes arrayed
along a ro-meter truss.® Operating in the differential astrometric
mode, stm will have a precision of 1 microarcsecond—corresponding
approximately to the distance between the left and right shoulders of
an astronaut on Mars, as seen from Earth! This is sufficient to detect
(or rule out) Earth-like planets around the twenty or so nearest stars.

Then, in the following decade, if all goes well, will come the
Terrestrial Planet Finder 1pF (see Color Plate 7). This infrared inter-
ferometer is expected to be about 100 meters long—an order of mag-
nitude larger than siM. It will operate in yet another mode of interfer-
ometry, called the “nulling mode,” originally thought up by Stanford
physicist Ronald Bracewell.’6 In this technique, two starbeams from a
single star are combined in such a way that the peaks of the waves in
one beam line up with the troughs in the other. This causes “destruc-
tive interference,” greatly reducing the measured intensity of the light
from the star. Extending outward from the image of the star, however,
are a set of parallel bands (fringes) in which light from objects such as
planets is alternately suppressed and enhanced. By rotating the entire
interferometer around the line of sight, the image of the planet is
made to blink on and off as it moves in and out of these bands. Thus,
by making measurements at all orientations, TpF will be able to recon-
struct a direct two-dimensional image of the star and all its orbiting
planets.

A major potential problem with this approach may be presented by
dust. The inner parts of our own solar system contain enough dust to
outshine the Earth at infrared wavelengths. (The scattering of sunlight
by this dust produces a glow in the night sky known as the “zodiacal
light.”) The obscuring effects of the dust can be avoided by sending
TPF out to the region of Jupiter, where viewing conditions are much
better. But what if the target stars and their inner planets are also em-
bedded in cocoons of dust? To investigate these “exozodi” (a word that
only Scrabble players could love), they will be imaged with the Keck
telescopes, operated in the nulling interferometric mode. If exozodi
are found to be especially common or dense, the telescopes on 1PF
may have to be made much larger than originally planned.

Because of its ability to directly image planets, Tpr will be able to ob-
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tain spectra of the infrared light coming from the planets. Within the
infrared region lie telltale absorption bands for carbon dioxide (indi-
cating an atmosphere), water (suggesting that the planet may be habit-
able), and ozone. Ozone is an indicator for the presence of oxygen,
which on our planet at least, was created by living creatures. Thus, TPF
not only may tell us where the terrestrial planets are but also may give
us strong hints as to which planets actually harbor life.

Although the TpF (and a rival European device, the Infrared Space
Interferometer) lie at least 1o years in the future, Shao is busy think-
ing about what might come after it: “You probably haven’t met Dan
Goldin [the NAsa Administrator]. He likes long-term visionary goals.
So we have formed a small group to look at ways of making major ad-
vances over SiM or TPF. One of the things we're asking is: What would
it take to produce a multipixel image of an extrasolar planet? One per-
son at Lawrence Livermore has come up with the concept of building
a very large aperture telescope out of a thin film of plastic, a Fresnel-
lens concept, like those things you see stuck on the back windows of
minivans. Yes, they make very poor images. But if you can measure all
the aberrations, you can manufacture a corrector to take them out.
There may be ten million points where you need to correct, and the
way you do that is to make the corrector with semiconductor manufac-
turing techniques. You can get to an image that is diffraction limited
[i.e., as close to perfect as you can ever get]. What we’re looking at now
is a 25-by-25 pixel image, where you see the continents and oceans.
That would require twenty-five telescopes, each 40 meters in diame-
ter, spread out across maybe 400 or 500 kilometers of space. Our feel-
ing is that flying these things 400 kilometers apart is not that hard.
But getting the 40-meter telescopes at a price the country is willing to
pay for them, that’s by far the hardest challenge. It may take one major
invention beyond the plastic film.”

Even supposing that habitable planets are commonplace, and that a
Life actually arises on many of them, we are still left with great uncer-
tainty about the course such a Life might take—about evolution, in
other words. In studying evolution, we presently have only terrestrial
evolution to go by. If terrestrial evolution has been simply a concate-
nation of chance events, leading to a completely arbitrary set of organ-
isms, then we can say little about what we might find elsewhere in the
galaxy, except that it will likely be very alien to us. If, on the other
hand, terrestrial evolution has been guided by universal principles,
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then there should be some basic similarities between what we see on
Earth and what we may find elsewhere. How far might such similari-
ties go? Would they extend, for example, to the appearance of organ-
isms with intelligence, curiosity, and a moral sense like our own?
These are the questions we explore in the next chapter.
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What Happens in Evolution?
Chance and Necessity in the Origin
of Biological Complexity

leave our car, for example, is held together by steel girders, but

they emerge to the exterior transformed, as if by the glare of the
New Mexico sun, into oaken roof beams. In the central plaza, whose
every building has been retrofitted with a mud-colored fagade, tourists
pore over “Indian” blankets—blankets that are hot off the truck from a
factory in Mexico. The city, in short, is a Disneyfied pueblo, but with-
out a hint of Disney’s self-mockery.

Santa Fe has been billed as a meeting place of cultures: the place
where intellectual modernism, represented especially by the complex-
ity theorists of the Santa Fe Institute, encounters the timeless, earth-
bound spirituality of the Anasazi. In the resulting ferment, we're told,
the old symmetry breaking that froze human thought into narrow sub-
domains is reversed, and a unified view of Life and Mind is being
forged. Such, at least, seems to be the message of books like George
Johnson’s Fire in the Mind, which attempts a seamless fusion of the
two worldviews.!

The truth may be a little different. The real indigenous culture is
aptly represented by a temporary show at the Institute of American

The Santa Fe style is “faux adobe.” The parking garage where we
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Indian Art, which includes a teepee made of empty liquor bottles and
a wall covered with the scrawled confessions of pregnant teenagers.
And the scientists have little time for the Immanent. Stuart Kauffman,
the object of our visit, has his hands full with a start-up company
called Bios Group, whose mission is to turn complexity theory into a
cash cow.

Once at the Bios Group ofhce, just a few steps from the central
plaza, we are kept waiting 2 hours beyond our scheduled meeting time
while, according to his assistant, Kauffman gets a massage. We are
busy plotting the writer’s revenge—character assassination—when
the great man finally appears and invites us to lunch.

As it turns out, Kauffman is too interesting to sustain our animos-
ity. His mind, like its subject matter, is complex: it operates near the
boundary between ordered modesty and egocentric chaos. That shows
itself, for example, in a tension that arises whenever the question of
originality comes up. “I'm not the first one to think about this,” he
says at one point, “although I think I'm the first one to think about it
the way I did. Melvin Calvin in his book on chemical evolution has the
idea, so I'm certainly not the first one who’s played with it because his
book was in ’69—I didn’t get the idea from Calvin but this doesn’t
matter.” Or: “Freeman Dyson’s got the essential idea, but he makes a
kind of argument in which, with full affection and respect for him—I
think very highly of him—it’s also true that he assumed his conclu-
sions, he actually begs the question, if you read the book. And my re-
action was, ‘Gosh, I did this in 1971, and I like my idea better than I
like these guys’, and even if they’re famous, I'm going to do it again.”

In the rapidly evolving world of complexity theory, it’s hard to keep
track of who first thought of what. Made possible by the advent of pow-
erful computers, the field is still in its “Cambrian explosion” phase,
when all kinds of exotic notions make a brief appearance on the stage,
only to succumb to Chance or Necessity. Kauffman himself has put
forward theories on all kinds of topics: how life originated, how multi-
cellular organisms function, how biological evolution works, and how
human institutions develop. And though he wrote in his 1995 book At
Home in the Universe, “1 am not brazen enough to think about cosmic
evolution,” he now does that too.

What unifies Kauffman’s thought is a single leading idea: complex
systems develop, in part at least, according to intrinsic rules.
Something complex, such as a human being, didn’t necessarily get
that way because of an equally complex description, instruction set, or
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sequence of causes—but spontaneously. “Order for free,” as
Kauffman likes to say.

If this is true, one might expect there to be underlying similarities
between different kinds of complex systems. That notion, indeed, has
been kicking around for centuries—it’s implicit in metaphorical ex-
pressions like the “body politic,” for example. But the self-appointed
task of the Santa Fe theorists is to give formal mathematical clothing
to that bare idea: to establish laws of complexity. In that sense, the the-
orists are searching for deep principles that could underlie the origin
and evolution of living systems wherever they might be found.

As a simple example, Kauffman cites the work of physicist Per Bak
and his colleagues, who computer-modeled the formation of a pile of
sand grains on a table.2 As the grains rain singly and steadily down
from above, the pile gradually steepens until it reaches a critical state.
Then, as more grains are added, a series of avalanches begin, some
small and some large. The size of the avalanches follows a power-law
distribution, with many small avalanches and fewer large ones. A
given grain of sand, when added to the pile, can unleash a small ava-
lanche, or a large one, or do nothing. Thus, a very simple repetitive
input drives the system to a state where it shows complex but mathe-
matically describable behavior. “Self-organized criticality,” Bak calls it.

Right away, one of the main problems of complexity theory raises
its head: Does it have anything to do with reality? Do real sand grains,
poured onto a real table, also unleash a power-law distribution of ava-
lanches? “There’s two groups working on this,” says Kauffman, “and
one says yes and one says no. People also do it with rice, and it turns
out that it works with short-grain rice but not with long-grain rice. My
own view of this is that Per Bak did an absolutely brilliant piece of
work, and I think that there’s a good chance he captured something
very general; if it’s wrong in details here and there it’s still extremely
interesting.”3

Kauffman’s work on the origin of life offers a very different vision
than that of the San Diego researchers such as Leslie Orgel and Jerry
Joyce. “In 1971, I was wondering about the origin of life,” he says, “and
everyone was thinking ‘eNA,” and I found myself thinking ‘It’s just too
special.” Suppose the laws of chemistry were just a little bit different,
so that you couldn’t get the beautiful double helix of pnaA and RNa—do
you really think that you wouldn’t get life?”

Kauffman’s approach was to ask whether it was possible to obtain,
in a computer at least, a diverse set of molecules that interacted with
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each other to produce a self-sustaining system: an “autocatalytic set.”
In such a set, no individual type of molecule is required to reproduce
itself, since molecule A may be produced through the efforts of mole-
cules B and ¢, molecule 8 through b and 4, and so on. So rNa, with its
potential for self-replication through the base-pairing mechanism,
loses its special allure. Kauffman favors polypeptides (chains of amino
acids, probably shorter than those forming the proteins we're familiar
with) as the main chemical agents in the set. Most enzymes in the
contemporary world are made of protein rather than rNa, after all,
which suggests to Kauffman that they have a higher probability of act-
ing as catalysts than rRNA molecules. Perhaps rRNA was an afterthought
of a peptide world, just as Orgel has envisaged pNA as an afterthought
of the rna world. Recently, Claudia Huber and Gilinther Wichters-
hiuser, working at the Technische Universitit of Munich, have pro-
vided some supportive evidence for this notion: they demonstrated for
the first time that a variety of very short peptides can form from amino
acids on the surface of metal sulfide grains, in conditions resembling
those found at deep-sea vents.5
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< = ACTION OF CATALYSTS

6.1 An autocatalytic set. Food molecules (a, b, aa, bb) are built up into a self-sustaining network
of polymers, some of which catalyze reactions within the network (courtesy of Stuart Kauffman).
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The property of autocatalysis does not emerge gradually, as
Kauffman adds more and more diverse molecules to his soup. Rather,
there is a sudden “phase transition” in which the whole system gels
into a large, interconnected, self-sustaining network. Beyond that
point, the system maintains its own complex order indefinitely, while
growing and perhaps dividing into subsystems. It is not a closed sys-
tem, however, in a thermodynamic sense: energy has to be constantly
supplied from the outside in the form of “food” molecules.

A critical question, of course, is how many different molecules are
required to obtain an autocatalytic set? That depends on the probabil-
ity that a randomly selected molecule will catalyze a given reaction.
And that in turn depends in part on how long a polymer has to be be-
fore it makes a decent catalyst. The longer it has to be, the greater the
number of rival polymers that fail to do the required job. Considering
one particular catalyst—the ribozyme known as rNa replicase that is
envisaged to lie at the heart of the rna world, Jerry Joyce and Leslie
Orgel have voiced the opinion that it must be at least fifty bases long.
There are 1030 possible rnA sequences of this length. If we are in gen-
eral faced with 1-in-1030 probabilities, we might as well forget about
spontaneously arising autocatalytic sets.

Kauffman, however, places the odds much higher, for three rea-
sons: (1) he doesn’t think polymers have to be that long, (2) he thinks
that very large numbers of different polymers can catalyze the same
reaction, and (3) he thinks that polypeptides make better catalysts than
RNA molecules. He points to work on the binding of antibodies to anti-
gens, which suggests that a randomly chosen antibody has about a 1-
in-105 chance of binding to a particular antigen. Although catalysis
may require more than just binding, Kauffman thinks that the proba-
bility of a randomly chosen polypeptide catalyzing a given reaction
may be in the range of 1 in 10° or 10'0. If it's 1 in 109, Kauffman cal-
culates that a set of molecules will become autocatalytic when it con-
tains a mere twenty thousand different molecular species. “That’s triv-
ial,” he says.

Orgel and Joyce aren’t too impressed. “It’s mostly nonsense,” says
Orgel in his usual downbeat way. “And the reason that it's nonsense is
not that there’s anything wrong with the mathematics, but because it
assumes that the molecules have properties that they’re not likely to
have. Assuming that a peptide of twelve or so amino acids is going to
be a rather specific catalyst is excessively unlikely. There are experi-
ments on this.”
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Joyce is more equivocal. “It’s a big world,” he says. “There’s room
for different points of view. In some special cases, a product will feed
back earlier on in the loop, and you might get a little cycle of reactions
until it runs out of input, and those are the kinds of things that Stuart
talks about. That’s fine. Then Stuart goes further though, and says it’s
all going to close and start spinning around, and you’ll get complex cy-
cles that branch and get ever more complex. That one I don’t buy. I
don’t buy it because of problems to do with specificity, and the fact
that molecules have to react in real time with kinetic rates, association
rates, rates of chemical steps, and infidelity of chemical steps. So that’s
where I agree and where I don’t.”

To Kauffman, the clincher will come when autocatalytic sets are ac-
tually generated in the laboratory—something that he says several
groups are working on. “I'm pretty persuaded that we’ll get autocat-
alytic sets as an emergent phenomenon. Even if we do, though, and
we've got a new Life started, none of our theories prove that that’s how
life actually started on Earth.”

If metabolism by itself is complex, a whole other level of complexity ex-
ists at the level of macroscopic organisms such as ourselves. We are
built of a host of different cell types, each carrying out its own highly
specialized task. Nerve cells send electrical signals down axons, pancre-
atic islet cells churn out insulin, muscle cells contract, and so on. Yet,
with some exceptions, all cell types in our body contain the same suite
of genetic instructions as the fertilized egg we arose from. As Dolly the
sheep has shown, every cell in our body has the information required to
build all the tissues of a complete individual. Yet, somehow, complex
specialization is the rule. What is the source of that complexity?

To tackle this problem, Kauffman moved to a slightly more abstract
level of analysis than that of autocatalytic sets. Whereas the autocat-
alytic sets are explicitly composed of chemical compounds, Kauffman
has explored cellular specialization with logical systems known as
Boolean networks. Such a network is composed of units that can be in
one of two alternative states—“on” or “off.” Kauffman often describes
them as “lightbulbs.” Whether a particular lightbulb is on or off is de-
termined by the state (“on” or “off”) of a certain number of neighbors
in the network and by a set of logical rules. For example, “lightbulb A"
might be connected to two neighbors (B and c), and the rules might be
as follows: If B and c are both “on,” 4 is turned “on”; if B is “on” and ¢
is “off,” A is turned “off”; and so on. The network goes through an it-
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Now you don’t see it—now you do.

Life under a quartzite pebble in Death Valley

(photos by the authors).

COLOR PLATE 1



Life within rock. Above: University Valley, Antarctica. The brown sandstone outcrops in
the foreground are colonized by microorganisms. Below: Cross section of the surface
of the sandstone. The black and white zones are formed by endolithic fungi and algae,
which together form a lichen. The green zone is formed by algae and cyanobacteria
(photos courtesy of Imre Friedmann).
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Coping with heat. One way organisms may survive at very high temperatures is by stabilizing
their protein molecules with ion pairs. The diagrams compare the three-dimensional structure
of part of a protein enzyme from a hyperthermophile {optimal temperature 100°c—left panel)
with the equivalent region from a thermophile (optimal temperature 88°c—right panel). in the
hyperthermophile, the structure of the protein is stabilized by ion pairs formed between the
amino acid glutamate (e 138¢) and three neighboring amino acids (r 35¢, k 166b, and r 165b).
In the thermophile, this glutamate is replaced by another amino acid, threonine (7 138c), which
cannot form ion pairs, so the protein molecule is more flexible (courtesy of David Rice and
Patrick Baker).

Artist's impression of the robotic exploration of Europa’s ocean. The cryobot has penetrated the
overlying ice and released the hydrobot, which is exploring a volcanic vent. The liquid-water
ocean is probably far deeper than suggested here {jrL).
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The Orion nebula, in a Hubble Space Telescope image (C. R. O'Dell and S. K. Wong, Nasa).
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Starbirth. This is a map of far infrared radiation from dust in Orion. Some of the youngest “pro-
tostars” known appear as bright spots in the center. The image was obtained with the James
Clark Maxwell Telescope on Mauna Kea, Hawaii, and is provided courtesy of Doug Johnstone

(c1Ta) and John Bally (casa).

Protostellar object HH-30 in the Taurus-Auriga cloud. The star itself is hidden by the disk, but its
light illuminates the upper and lower faces of the disk (bright vertical bars at left). An ionized jet
(red) extends for billions of miles from the star along the disk’s axis of rotation (Mark
McCaughrean and C. R. O'Dell, NAsA).

Protoplanetary disks or “proplyds” in the Orion nebula. In the left-hand image the disk is seen
edge-on, silhouetted against a background of brightly lit clouds of gas and dust. The central star
is obscured by its disk. In the right-hand the disk is seen almost face-on, and the central star is

visible {(Mark McCaughrean and C. R. O'Dell, NAsA).
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Planet birth? This is a young star, HR 4796A, imaged in mid-infrared light with the Keck
Telescope (left panel) and in near-infrared light by the Hubble Space Telescope (right panel: a
coronagraph blocks the light from the start itself). A disk of infrared-emitting dust orbits the star.
Computer modeling of the distribution of infrared emission indicates that there is a hole in the
disk near the star (center panel). The hole is about the diameter of our solar system, and is prob-
ably caused by the presence of rocky planetesimals or even newly accreted planets (left and cen-
ter panels by David Koerner and colleagues; right panel by Brad Smith and colleagues, Institute
for Astronomy, Hawaii).

False-color image of the debris disk around Beta Pictoris, taken with the Imaging Spectrograph
of the Hubble Space Telescope. The disk is seen edge-on; the light from the star itself has been
blocked by a coronagraph (gap at center). Note that a portion of the disk near the star is warped,
probably by one or more unseen planets (Sally Heap, GsFc/Nasa).

The Palomar Testbed Interferometer. Small telescopes in the three outlying buildings send
starlight along the pipes to the central beam-combining building. The elongated shed extending
to the right from the central building houses the optical delay lines (photo by the authors).

COLOR PLATE 6



imaging extrasolar planets by nulling interferome-
try. Top: Proposed design for the Terrestrial Planet
Finder (jpL). Center: How TPF works. The interfer-
ometer creates bands of constructive (pink) and
destructive (white) interference. A band of destruc-
tive interference is positioned over the star (yellow
spot), thus blocking or “nulling” most of its light.
As TPF rotates, the star remains nulled, but the
planet (blue spot) blinks on (large spot, left) and
off (small spot, right) as it is straddled alternately
by constructive and destructive bands (courtesy of
Nick Woolf). Bottom: From the sequence of blinks
recorded during the rotation of TPF, an image of
the star’s planets can be computed. This is a sim-
ulated TpF image of the inner part of our own solar
system. The three arrows represent the positions
of (left to right) Venus, Earth, and Mars. Venus
and Earth are easily detected, but Mars only poorly.
The red spot farther out from the star is an arte-
fact. Also, note that the interferometer generates
two mirror images of each planet, on opposite
sides of the star (jpL).
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Creatures of the Burgess shale. A fearsome Anomalocaris (top center) has captured a trilobite.
On the sea floor, from left to right, are a Wiwaxia, three Hallucinogenia (with spines protruding
from their backs), a centipede-like Aysheia, and a five-eyed Opabinia (green). Above the latter are
two Marella (courtesy of Simon Conway Morris).

Ripples in the afterglow of the Big Bang. This is the cosmic microwave background, mapped by
the cose satellite. Red areas are parts of the sky where the background is very slightly warmer
than average, blue areas are where the background is very slightly cooler. Temperature variations
caused by the solar system’s motion through space, and by the Milky Way galaxy, have been
removed from the image (courtesy of Ned Wright, ucia).
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WHAT HAPPENS IN EVOLUTION?

erative procedure in which, at each iteration, all the lightbulbs exam-
ine the states of the neighbors to which they are connected and then
adjust their own states according to the prescribed rules.

As a Boolean network goes through iteration after iteration, it can
show a variety of behaviors, depending on the number of units (~), the
number of connections per unit (k), and the details of the connectivity
rules. Because some state of the network must eventually be a repeti-
tion of an earlier state, the system must eventually enter a repeating
cycle of states. But the length of the cycle can be as short as one itera-
tion—meaning that the network simply remains in a fixed state—or as
long as the entire number of different states that the system is capable
of representing. With a reasonably large network, this number will be
so huge that, over any reasonable period of observation, the system
will seem to behave chaotically.

It is between these two extremes that interesting behavior patterns
emerge. A well-behaved Boolean network has state cycles that are
longer than one state but much shorter than the sequence of all possi-
ble states of the network. Because most possible states of the network
are not represented in a given state cycle, the network may exhibit a
large number of independent state cycles. However, there are many
fewer state cycles than possible initial states. In other words, there is
convergence: many different initial states lead eventually to states that
belong to the same cycle. So the state cycles are referred to as “attrac-
tor,” and the collection of states that feed into a single attractor is
known as its “basin of attraction.” That gives the attractors a kind of
robustness: flipping a lightbulb or two often leaves the network in the
same basin of attraction, so that it soon returns to the same attractor it
was cycling through before the intervention. This robustness is a life-
like trait.

According to Kauffman, “well-behaved” networks are those in
which x, the number of connections per unit, is small but greater than
1. With k = 2, for example, a Boolean network of N = 100,000 units
will possess about the square root of 100,000 different state cycles (or
about 316 cycles), and each cycle will also be about the square root of
100,000 states long (or about 316 states). This is surprisingly orderly
behavior. It means that if you pick an initial state completely at ran-
dom out of the 1030.000 possible states of the network, it will end up in
one of 316 cycles, each only 316 states long. Thus, the vast majority of
the system'’s possible states form the basins of attraction and are never
visited once the system settles down.

137



HERE BE DRAGONS

With k greater than 2, networks tend to show chaotic behavior, but
certain kinds of connectivity rules permit orderly behavior even with
large x’s. This is true if the rules are chosen so as to bias each light-
bulb to a particular state {(“on” or “oft”), or if at least one of the set of
lightbulbs connected to “lightbulb A” has one state (“on” or “off”) that
completely determines A’s state (Kauffman calls this a “canalizing
function”).

What Kauffman observed was that, as the network enters a state
cycle, a large sea of lightbulbs (something like 70 percent of the total
in an N = 100,000, K = 2 network) goes into a unchanging state (ei-
ther “on” or “oft”). These “frozen” lightbulbs form an interconnected
web. Scattered across this frozen sea are islands of “twinkling” light-
bulbs that continue to change their state as the system progresses
round and round the state cycle. The moment when the frozen sea
forms, according to Kauffman, is the phase transition from chaos to
order.

What does all this self-organized complexity have to do with real
life? Here is where Kauffman makes a daring leap. The central prob-
lem in the development of complex organisms such as ourselves is
how one gets from an undifferentiated egg, by a process of repeated
cell division, to a complete set of differentiated cell types—red blood
cells, fibroblasts, retinal cones, and so on. Genes, Kauffman proposes,
are units in a Boolean network. Cell types are attractors. And the cell
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6.2 Boolean net showing frozen component (indicated by 1’s) and “twinkling” component (indi-
cated by higher numbers—each number indicates the number of states in the cycle of that unit)
(courtesy of Stuart Kauffman).
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cycle is a state cycle. This means that during the interval from one cell
division to the next, each particular cell type moves through a charac-
teristic sequence of patterns of gene expression, each pattern leading
by simple rules to the next one and returning to the starting point at
the end of the cycle. Thus the complex specialization of cell types
within a single animal or plant emerges “for free” from a few simple
connectivity rules, with no need for an explicit description of what
each cell type should be like. In fact, you could start by activating
genes at random and you still would end up with the set of cell types
characteristic for that genome, that is, for that species.

Do the numbers support this interpretation? According to
Kauffman, they do. Genes generally are turned “on” or “oft” by the ac-
tivity of only a few other genes, perhaps two to five. And often these
connections are canalizing functions. (An example would be a gene
whose product suppresses the activity of a second gene no matter what
state other genes may be in: a NOT IF Boolean gate.) So the connec-
tivity among genes seems appropriate for producing orderly state cy-
cles. The total number of genes, in humans, is thought to be around a
hundred thousand. The number of cell types in the human body,
Kauffman says, is 256, which is strikingly close to 316, the square root
of 100,000. Experiments suggest that it takes about 1 to 10 minutes to
turn a gene on or off, so it should take about 316 to 3160 minutes for a
human cell to go once around its state cycle. In fact, dividing human
cells do spend about this long between divisions.

As further numerical evidence in support of his hypothesis,
Kauffman has presented a graph showing the relationship between
the number of cell types and the total amount of pNa in an organism’s
genome, across organisms from bacteria and algae to mammals. On a
logarithmic plot, the data follow a straight line, which Kauffman inter-
prets to mean that the number of cell types in an organism does vary
with the square root of the number of genes.

Finally, Kauffman cites studies suggesting that about 70 percent of
the genes in the mammalian genome are permanently turned on in all
cell types. These genes could represent the “frozen sea of lightbulbs”
in an orderly Boolean network.

Still, it's pretty easy to pick holes in Kauffman’s numbers. The
number 256, for example, as an estimate of the number of cell types in
the human body, Kauffman drew from a now-out-of-date cell-biology
text. Yet if a “cell type” is defined as a cell that exhibits a unique pat-
tern of gene expression, there are surely well over 256 types in our
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bodies. Just in the retina, for example, there’s evidence for dozens of
cell types by that criterion. “I agree with that worry,” says Kauffman
between mouthfuls of Greek salad. “I've agreed with it since I pub-
lished this argument 30 years ago.”

In addition, plotting the number of cell types against “total pNA”
may be misleading, because as one goes to more-and-more-complex
organisms, their genomes become encumbered with more and more
“junk DNA” that has no known function. It's not even transcribed into
RNA. The actual number of genes increases much more slowly than
the total amount of pNa.

“Yes,” says Kauffman, “If you look at the number of genes instead,
the number of cell types goes up roughly linearly with the number of
genes, rather than with the square root. But it's easy to devise a system
where the scaling law is vastly different. It may be that in the long run
all that will survive is the idea that you end up with a scaling relation-
ship between the number of genes and the number of cell types. Then
we’ll find a category of genetic networks that obeys that scaling law,
and that will be a reason to think it's a good category of networks.”

The idea that 70 percent of all genes are turned “on” in all cell types
is also open to question. “That really was the view 15 years ago,” says
Kauftman, “So that got written up in my books. We can find out much
more precisely now, of course, and it may be less. I'm going to stick
my neck out and say that the only way to be in the ordered regime is to
have this frozen structure big enough to isolate the twinkling islands
from each other, and therefore I bet that’s true. But none of us mere
theorists have looked hard at the mere experimentalist’s naive ques-
tion: Why should this general principle actually be right? Evolution
has had 4 billion years of doing very special things, so just because Stu
and his friends come along and say that arbitrary networks behave like
this, we don’t know that a real network that’s evolved over that period
of time looks like that—we haven't taken one apart.”

So what does actually happen in evolution? Traditionally, answering
this question has been the business of paleontologists—people who
study fossils. Before meeting with Kauffman, we get the chance to talk
by telephone with two leading paleontologists, Stephen Jay Gould of
Harvard and Simon Conway Morris of Cambridge University in
England.

Gould and Conway Morris have both written books about the
Burgess shale, the quarry in British Columbia where fossilized re-
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mains of the extraordinary creatures that lived in the Cambrian period
were first unearthed. The two men share an intense fascination with
the little soft monsters with their curious names— Wiwaxia,
Anomalocaris, Hallucigenia, Pikaia—that crawled, swam, or burrowed
their way across the floor of a shallow sea half a billion years ago (see
Color Plate 8). Both men draw conclusions from the Cambrian fossils
about the nature of evolution as a whole, but aside from their basic
agreement that Darwinian evolution happens—which puts them at
odds only with the creationists—their conclusions could hardly be
more different. Perhaps most deeply, they differ in the emphasis they
place on contingency—the role played by the chancelike concatena-
tion of events—in guiding evolution’s course.

Conway Morris played a key role in studying and classifying the
Burgess creatures, as well as in finding other sites where Cambrian or-
ganisms are well preserved. In his book Wonderful Life, published in
1989, Gould lauded the much-younger British scientist to the sky, at-
tributing to him the major discoveries and insights that allowed Gould
to draw his major conclusion—that contingency is king and that evo-
lution is therefore little more than a random walk through “morpho-
space.” Conway Morris was brilliant, deserved a Nobel prize, and so
forth. Since Gould is the Carl Sagan of biology, the great communica-
tor whose books are instant best-sellers, his praise no doubt materially
assisted Conway Morris’s career.

Yet in his own 1998 book The Crucible of Creation, Conway Morris
was unabashedly critical of Gould’s arguments: they were “deeply
flawed” and were characterized by “rhetoric,” “invective,” and an “ide-
ological agenda.” Contingency is not king, says Conway Morris;
rather, there are forces in evolution that lead again and again to traits
that we and other organisms possess. Life gravitates to some tiny cor-
ner of potential morphospace, because that’s where the good designs
are.

Even over the telephone, the two men are a study in contrasts.
Gould offers assertive opinions about a wealth of topics and is inclined
to peremptorily dismiss people or ideas, often with a characteristic
snickering laugh. He says that thinking about extraterrestrial life is
“fatuous speculation—it’s one of the most useless, tendentious litera-
tures ever.” When asked how it happened that Conway Morris’s view-
point differs from the one depicted in Wonderful Life, Gould suggests
that Conway Morris did have those views initially, but then retreated
into orthodoxy. “You have to understand that Simon, when he did that
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early work, was a hippie graduate student, and now he’s a very
Establishment Oxbridge don.”

Conway Morris, on the other hand, is all qualifications, hesitations,
and confessions of his inability to make useful statements. “I'm not
happy talking about things which I have no competence to explain,”
he says. “Why not?” we ask. “It’s an old English failing,” he replies. He
is forever pointing out how much hand waving is involved in any par-
ticular line of thought. “It’s a gin-and-tonic argument,” he’ll say, pick-
ing a very Establishment Oxbridge metaphor. About the only time that
we get an unqualified opinion out of him is when the conversation
wanders into a discussion of theories of multiple universes (see
Chapter 10). “That” he says, “is total tosh.”

The dispute between Gould and Conway Morris is one of those
spats that enliven otherwise dull academic discourse. But it is also
much more than that: It is deeply relevant to the theme of this book,
for it goes to the heart of the question. Given that life evolves by
Darwinian selection, what more can one say about it? Does evolution
have any large-scale structures or principles beyond the “survival of
the fittest”?

To Gould, the broad scientific and public acceptance of Darwinism
came at the price of a distortion of Darwin’s message.6 As people grad-
ually acknowledged that we were not divinely created on the Sixth Day,
they reinvented their sense of specialness in a Darwinian mold. In this
worldview, evolution is simply a way of getting Homo sapiens that
doesn’t involve miracles. The key principle of evolution is progress or
upward striving. We start with boring bacteria, and things get steadily
more complex, interesting, and diverse, until we finally and inevitably
reach Ourselves. Gould points to traditional graphical depictions of
the evolution of life on Earth, as in museum dioramas, which show
worms replacing bacteria, fish replacing worms, frogs replacing fish,
and so on. The implication of such depictions is that natural selection,
by its incessant action at the level of individual organisms, steadily
“improves” living organisms over the eons. Gould also points to sci-
entific depictions of the “tree of life,” or parts of that tree, as inverted
cones, in which the variety of organisms’ body plans increases steadily
as time progresses.

Yet all this is wrong, says Gould. Life started simple, of course. So
there had to be an initial drift toward increasing complexity: there was
no other direction to go. But complexification is not a central theme of
evolution. Bacteria have not gone away: they are still the most success-
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ful organisms on Earth. Fish are still far more successful and diverse
than land vertebrates. Life is not getting steadily more complex. Some
organisms, such as parasites, have simplified markedly over time. And
life on Earth is actually less diverse now, in terms of the range of basic
body plans, than it has been at some periods earlier in its history.

In 1972, Gould, with Niles Eldredge of the American Museum of
Natural History, proposed the theory of “punctuated equilibrium.””
This theory says that evolution has proceeded, not gradually and
smoothly, but by fits and starts. Long periods of relative stasis were in-
terrupted by short bursts of rapid extinction and speciation (appear-
ance of new species). Such bursts might occur at various size scales,
but recently attention has focused on the huge extinctions that ended
several geological periods, most particularly the extinction at the
boundary between the Cretaceous and Tertiary periods (the “k-T
event”) that wiped out the dinosaurs and a large fraction of other
species. It's now widely agreed that this extinction event was caused by
an asteroid impact.

The rules that governed which species survived the impact and
which died out, says Gould, had little or nothing to do with survival
during “regular” times. The rules changed suddenly and unpre-
dictably. In no sense did the x-T event simply accelerate an ongoing
process: it sent evolution on an entirely new path. So if the asteroid
had missed the Earth by a few miles, the dinosaurs would still be in
charge and Homo sapiens would be nonexistent and unimaginable.
That asteroid impact was contingency operating at full throttle, but the
same principle operates, Gould says, in small ways as well as large,
just as it does in human history.

Contingency is not chance exactly, because determinism still rules
supreme: it was the laws of Newtonian mechanics, after all, that
brought the Earth and that asteroid to their fateful meeting. But the
nature of evolution, according to Gould, is to magnify the effects of co-
incidental events, making the overall sequence of evolution (or human
history) essentially unpredictable or chaotic. In Gould’s metaphor, if
one could replay the tape of life it would go forward quite differently
from the way it actually did. And that means that any thought of hu-
mans as the expected culmination of evolution should be put out with
the trash.

Why does the Burgess shale play such a crucial and contentious role
in all of this? In Wonderful Life, Gould explains how Charles Walcott,
who discovered the Burgess fauna in 1909, “shoehorned” the bizarre
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creatures into existing “phyla.” (Phyla are the groupings of organisms
immediately below “kingdoms;” they are sets of organisms with
shared anatomical ground plans, such as sponges, arthropods, and
chordates.) This, according to Gould, was because Walcott held to the
notion of evolution as a goal-directed, upward expansion. Walcott
could not see any point in phyla that went extinct, and so he refused to
believe in them.

In the 1970s, Harry Whittington of Cambridge University, along
with his graduate students Derek Briggs and Simon Conway Morris,
began to reexamine the Burgess organisms.8 As Gould tells it, their
work led to the conclusion that many of the Burgess organisms were
so different in morphology from any other known organisms that they
must be assigned to entirely new phyla. The total diversity in basic
body plans shown by the creatures in that one little Canadian quarry
exceeded anything the world has seen before or since.

The Cambrian explosion—the first appearance of diverse multicel-
lular organisms with hard parts in the fossil record—took place about
545 million years ago, at the beginning of the Cambrian geological pe-
riod. The Burgess fauna date to about 520 million years ago. In

6.3 Alternative models of evolution {redrawn from
Gould).
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Gould’s interpretation, the initial explosion represented a “filling of
the empty barrel” with a wide variety of organisms. At the time of the
Burgess fauna, then, life had reached its maximum diversity in terms
of basic body types. Later, many body types were eliminated by natural
selection. But, Gould argues, there’s nothing to distinguish those body
plans that “made it” from those that were subsequently eliminated. A
scientist who had been present at that time simply could not have dis-
tinguished “better” from “worse” designs. The process of selection,
though operating by Darwinian rules at an individual level, was essen-
tially a lottery at a larger scale. Subsequent expansions, such as the one
that took place after the k-1 event, were quite different. The basic body
plans already existed, and speciation therefore took place within exist-
ing phyla.

We ask Gould why he is so confident that the elimination of many
Burgess types was a lottery. After all, we may not be able to see the
good and bad points of the various body plans, especially as we have
little notion of the conditions that the organisms faced. “Obviously, to-
morrow someone might come up with a good reason why those that
made it, made it,” he concedes. “I think the main thing you can say in
favor of the lottery is that there really is nothing that seems to unite
the survivors. They don’t share environment, they don’t share similar
structure, they don’t even share a common location on the evolution-
ary tree. Suppose you found the survivors all in one part of the tree,
then even though you might not be able to specify what it was, you
could say, ‘Hey, they're each others’ relatives, they must share some-
thing.” But that’s not true, they’re scattered. It’s not a proof.”

Another possible criticism of Gould’s thesis is that he’s tilting at a
long-derelict windmill. 